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Abstract

This pape constders statistcal parsirg of Czech,
which differs radically from English in atleasttwo
respets: (1) it is a highly inflectedlanguage,and
(2) it hasrelatvely free word order. Thesedif-
ferercesarelikely to posenew problemsfor tech
niques that have beendeveloped on English. We
descibe our experiencein building on the parsng
modelof (Collins 97). Our final resuts — 80% de-
penteng acairag — repregnt good progress to-
wardsthe 91% accuray of the parse on English
(Wall StreetJournal) text.

1 Intr oduction

Much of the recert research on staistical parsng
hasfocusel on English languagesother than En-
glish arelikely to posenewn problemsfor staisti-
cal methods This paper consders statistical pars
ing of Czech,using the PragueDeperdeny Tree-
bank(PDT) (Haji¢, 1998) asasoure of training and
testdata(the PDT containsaround 480,00 words
of geneal news, businessnews, andsciene articles
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anndatedfor depemleng structure). Czechdiffers
radically from English in atleasttwo respects:

e It is a highly inflected(HI) language Words
in Czechcaninflect for a numbe of syntac-
tic features: case number gender, negation
andsoon. Thisleads to a very large numbe
of possibleword forms,andconsquen spare
dataprobdemswhenparanetersareassaiated
with lexical items. Onthe postive side,inflec-
tiond information shoud provide strong cues
to parse strucure;animportart queston is how
to paramegrizea staistical parsng modelin a
way that makesgooduseof inflectional infor-
mation.

e |t hasrelatively free word order (FWO). For
example,a sulject-verb-ohecttriple in Czech
cangererally appar in all 6 possble surface
ordess (SVO, SOV, VSOetc.).

OtherSlavic languages(suchasPolish,Russian,
Slovak, Slovene, Serboeroatian, Ukrainian) also
shav thesecharateridics. Many European lan-
guagesexhibit FWO andHI phenanenato alesse
extent. Thusthe technquesandresuts found for
Czechshoud be relevant to parsirg several other
languages

This paperfirst descibes a basdine appioach,
basel on the parsng modelof (Collins 97), which
recoversdependertieswith 72%accuagy. We then
descibe a series of refinemes to the model, giv-
ing animprovemen to 80% accuagy, with arourd
82% accuacgy on newspager/busingsarticles. (As
apoint of comparson,the parser achieves91%de-
penceng accuacgy on English(Wall StreetJoumnal)
text.)



2 Dataand Evaluation

The Prague Deperdeny Treebank PDT (Hajic,
1998 hasbeenmodekd after the PennTreebak
(Marcus et al.  93), with one important excep
tion: following the Praguan linguistic tradtion,
the syntactic anndation is basedon dependeries
rathe than phrasestrudures Thusinstead of “non-
termind” symbokusedatthenon-learesof thetree,
the PDT uses so-cdled analytical fundions cagur-
ing the type of relatiion betwee a dependentand
its goveming node. Thusthe number of nodes is
equd to thenumberof tokens(words+ punctuaion)
plus one (an artificial root node with rathertechni
cal function is addel to eachsentnce). The PDT
contains also a traditional morphasynfactic anne
tation (tags)at eachword postion (together with a
lemma,uniquely represening theundelying lexical
unit). As Czechis aHI language,the sizeof the set
of possille tagsis unusually high: morethan3,000
tagsmay be assgnedby the Czechmorphdogicd
analyzer The PDT alsocontans machineassiged
tagsandlemmasfor ead word (using a tagger de-
scribedin (Hajic andHladka,1998).

For evaluaion purposes,the PDT hasbee di-
vided into atraining set(19k senence$ and a de-
velopment/evaluationtestsetpair (abaut 3,500sen-
tenceseach). Parsingaccuacy is definedastheratio
of corectdepemleng links vs. thetota numberof
depandeny links in a sentece (which equals, with
the oneatrtificial root node added to the numberof
tokensin a sentewe). As usual, with the develop-
menttestsetbeingavailable during thedevelopment
pha®,all final resuls hasbeenobtanedontheeval-
uation testset,which nobaly couldseebefarehard.

3 A Sketch of the Parsing Model

The parsing model builds on Model 1 of (Collins
97); this sectia briefly descrbesthe model. The
parseé usesa lexicalized grammar— each non
termind hasan assaiated heal-word and partof-
speeh (POS).We write nonterminakas X (z): X
isthenon-teminallabel,andz is a(w, t) pairwhere
w is theasseiatedheadword, andt asthe POStag.
Seefigure 1 for an examplelexicalized treg anda
list of thelexicalizedrules thatit contains.
Eachrule hasthe formt:

P(R) — Ln(ln)-.L1 (1) H(h) R (rl)...Rm(rm()l)

1with theexceptionof thetop rulein thetree which hasthe
formTOP — H(h).

H is the headchild of the phra®, which inher-
its the headword h from its parert P. L;...L,
and R;...R,, are left and right modifiers of
H. Either n or m may be zero, and n =
m = 0 for unay rules. For example,
in S( bought, VBD) — NP(yest erday, NN)
NP( | BM NNP) VP(bought, VBD) :

n=2 m=10

P=S H=VP

L =NP Ly =NP

I; =({I BM NNP) Iy =(yesterday, NN)
h=(bought, VBD)

The model can be consderedto be a variant
of Probalilistic Context-FreeGrammar(PCFG).In
PCFG eachrule o — g in the CFG undelying
the PCFG has an assoa@ted probaility P(5|«).
In (Collins 97), P(B|«a) is definedasa product of
terms, by assumiig that the right-handside of the
ruleis gereratedin threestes:

1. Generag the head constiuent label of the
phrag, with probability Py (H | P, h).

2. Generag modifiersto theleft of the headwith
probability Hi:l..n—H PL(LZ(ZZ) | PahaH)’
where Ly41(lp+1) = STOP. The STOP
symbol is addedto the vocabulary of norn
terminds, andthe model stopsgeneating left
modifierswhenit is gererated

3. Generag modifiersto theright of theheadwith
probability 1= 11 Pr(Ri(ri) | P, h, H).
Ryt1(rm+1) is definedasSTOP.

For example theprobability of S( bought , VBD)
-> NP(yesterday, NN) NP(1BM NNP)
VP( bought , VBD) is defined as

P,(VP| S, bought , VBD) x

P,(NP(1 BM NNP) | S, VP, bought , VBD) x
P,(NP(yest erday, NN) | S, VP, bought, VBD) x
P,(STOP| S, VP, bought , VBD) x

P,.(STOP| 'S, VP, bought , VBD)

Otherrules in the tree contiibute similar setsof
probabilities. The probability for the entiretreeis
calcuatedasthe prodict of all these terms.

(Collins 97) descibes a seriesof refinementdo
this basc modet the addtion of “distance”(a con
ditioning feature indicating whetheror not a mod-
ifier is adjaent to the heal); the addtion of sub
cateyorization parametes (Modd 2), and parane-
tersthatmodelwh-movement(Model 3); estimdion



TOP
|

S(bowght,VBD)
NP(yesterdgNN)  NP(IBM,NNP)  VP(bowht,VBD)
| |
N|N N'|\‘P VED  NP(Lotus,NNP)
| |
yesterday IBM bought NNP
|
Lotus
TOP -> S(bought, VBD)
S( bought , VBD) -> NP(yesterday, NN) NP(I1BM NNP) VP( bought , VBD)
NP(yest erday, NN) -> NN(yesterday)

NP( 1 BM NNP) ->
VP( bought , VBD) ->
NP( Lot us, NNP) ->

NNP( | BM
VBD( bought )
NNP( Lot us)

NP( Lot us, NNP)

Figurel: A lexicalized par tree,andalist of therulesit contans.

techrniquesthatsmoothvarious levelsof bad-off (in

particular using POStags as word-dasses, allow-

ing the modelto learn genealizaions aboutPOS
clasesof words) Searchfor the highestprobabil-

ity treefor asenteiceis achievedusing a CKY-style
parsing algaorithm.

4 Parsingthe CzechPDT

Many statigical parsng methodsdevelopedfor En-
glish uselexicalizedtreesasa repregntaton (e.g.,
(Jelinek et al. 94; Magerman95; Ratnapsakhi 97;
Charnik 97; Collins 96; Collins 97)); severd (e.g.,
(Eisner96; Collins 96; Collins 97; Charnak 97))
emphagze the use of paramegrs asseiated with
dependendes betweenpairs of words. The Czech
PDT containsdependery annottions but no tree
strudures.For parsng Czechwe corsiderel astrat
egy of cornverting dependerty structuresin training
datato lexicalized trees,then running the parsng
algarithms originally developedfor English A key
point is that the mappirg from lexicalized trees to
dependeny structuresis mary-to-one. As anexam-
ple, figure 2 showsan input dependerty structure,
andthree differentlexicalizedtreeswith this depen
deng structure

Thechoiceof treestructureis crucid in determin
ing the indepenenceassumpbns that the parsng
modelmakes Thereareat least3 degreesof free-
domwhendecidng onthetreestructures

1. How “flat” shoud thetreesbe?Thetreescould
be asflat aspossille (asin figure 2(a)), or bi-
narybrarching(asin trees(b) or (c)), or some-
wherebetweerthes two extremes

2. What nontermind labelsshauld the internal
nodes have?

3. Whatsetof POStagsshauld beused

4.1 A BaselineApproach

To provideabaslineresultwe implemeniedwhatis
probably the simpled possilte conversian scheme

1. The treeswere as flat as possble, asin fig-
ure2(a).

2. The nonttermind labek were “XP”, whereX
is the first letter of the POStag of the head
word for the congituent. Seefigure 3 for an
example.

3. The part of speech tagswere the major cate
gory for ead word (thefirst letterof the Czech
POSset,which correponds to broad category
distinctions suchasverb,noun etc.).

Thebaslineappoachgave aresut of 71.9%accu
racy onthedevelopmenttestset.



Input:

sentecewith partof speeb tags:I/N sav/V theD man/N(N=nown, V=verb,D=deteminer)

dependendes(word = Pareni): (I = saw), (sav = START), (the = mar), (man=- saw)

Output: alexicalizedtree

(a) X(saw) (b) X (saw) © X(sa)
/’\ mm)
X(1) vV X(man) L~ X(i/v) w)
| SN IV X(man) N V D N
) sav | PN | | | |
| | | saw N | sawv the man
[ the man | |
the man

Figure 2. Corverting dependermy struduresto lexicalized treeswith equivalentdepandercies. The trees
(), (b) and(c) all have the input depemleng strudure: (a) is the “flattest’ possible tree; (b) and(c) are
binary brarching structures. Any labek for the non-erminals(marked X)) would preseve the depadercy

strudure.
VP (saw)
NP(I) V  NP(man)
| | N
N ssw D N
| |
|| the man

Figure 3: The basdine apprachfor nontermind
labek. Eachlabelis XP, whereX is the POStagfor
the headword of the consttuent

4.2 Modifications to the BaselineTrees

While the basline appraachis reasmably sucess-
ful, there are somelinguistic phenomenathat lead
to clea problems. This secton desribessometree
trandormations that are linguistically motivated,
andleadto improvemens in parsng accuray.

4.2.1 Relative Clauses

In the PDT the verbis taken to be the headof both
sentecesandrelative clauses. Figure 4 illu strates
how the baseine trandormation methal canleadto
parsng errorsin relaive clause cases.Figure 4(c)
shaws the solution to the problem: the label of the
relaive clause is chargedto SBAR, and an addk
tiond VP level is addedto the right of the relatve
pronoun. Similar trandormations were applied for
relaive clause involving Wh-PPs(e.g., “the man
to whoml gave a book”), Wh-NPs(e.g.,“the man
whosebook| read) andWh-Adverhals (e.g.,“the
placewhee| live”).

4.2.2 Coordination

The PDT takesthe conjunct to be the headof coor-
dination strudures(for example and would be the
headof the NP dogs and cat9. In thesecase the
basdine apprachgivestreestrucuressuchasthat
in figure5(a). Thenon-terminallabd for the phrag
is JP (becausethe headof the phrase,the conjunct
and, istaggedasJ).

This chace of nonterminal is probematic for
two reasos: (1) the JP labelis assgnedto all co-
ordinatedphra®s, for examplehiding the fact that
thecondituert in figure5(a)is anNP; (2) themodel
assumesthat left andright modifiersare geneated
independatly of eachothe, andasit stand will
give unreasombly high probability to two unlike
phrasesbeing coadinaied. To fix theseprodems,
thenon-erminallabd in coodination cases wasal-
teredto be the sameasthat of the secand conjunct
(the phrasedirecty to the right of the headof the
phrase).Seefigure5. A similar transbrmation was
madefor case wherea commawasthe headof a
phrase.

4.2.3 Punctuation

Figure 6 showsan additional charge concerning
commas. This chang increasesthe sensiivity of
the modelto punctuation.

4.3 Model Alterati ons

Thissection descibessomemodificatonsto thepa-
rameteization of the model.



NP \Y NP
| |
John likes
Mary VP
z P \Y NP
| | | |
who likes Tim

(b) VP
VP z VP
N R
NP v NP F v NP

John  likes  Mary who  likes  Tim

I

NP
|
John likes
SBAR

Mary

z P VP
| | N
who \ NP

likes Tim

(c) VP
NP \Y
|

Figure4: (a) Thebaselheappoachdoesnot distin-

guish main clause from relative clauses:both have
averbasthehead sobotharelabeledVP. (b) A typ-

ical parsing error dueto relatve and main clauses
notbeing distinguished. (notethattwo mainclauses
can be coordnatedby a comma,asin John likes

Mary, Mary likesTim). (c) Thesoluton to theprob-

lem: a modificatin to relative clause struduresin

training data.

4.3.1 Preferencesfor dependencieghat do not
crossverbs

The model of (Collins 97) had conditioning vari-
ablesthat allowed the modelto leam a preferene
for depandendes which do not crossverbs. From
theresutsin table 3, addirg this condtion improved
accuacy by abou 0.9%on the developmentset.

4.3.2 Punctuation for phrasal boundaries

Theparserof (Collins 96) usedpunduation asanin-
dicaton of phrasalboundaries. It wasfoundthatif a
condituent Z — (...XY...) hastwo childrenX and
Y sepaatedby a punctuaion mark,thenY is gen
erally followed by a puncuation mark or the endof

a) JP(a) b)

NP(r1) J NP(h2) NP(r1) J
Doode oo !
Figure5: An exampleof coadingion. The base
line appraach(a) labek the phraseasa JP; the re-
finement(b) takes the secand conjunct’s label asthe
non<erminalfor thewhole phras.

NP(h) - NPX(h)

| N z0) NP(h)
|

| Nt
Lo

Figure 6: An addtional charge, triggered by a
commathatis theleft-mod child of aphra®: anewv
non<terminalNPX is introduced

sentecemarker. The parses of (Collins 96,97)en-
coddl this asa hardconstaint. In the Czechparse
we added a cog of -2.5 (log probability to struc

turesthat violatedthis corstrairt.

4.3.3 First-Order (Bigram) Dependencies
The model of secton 3 madethe assumgion that
modifiersaregenergedindepenantly of eachother.
This section descibes a bigram model, wherethe
context is increasedto consder the previously gen
eratel modifier ((Eisner 96) also descrbes use of
bigram staistics). The right-handside of arule is
now assumedto be gereratedin thefollowing three
stepprocess:

1. Generag¢ the hea label with probability
Pu(H | P,h)
2. Generag left modifierswith probability

II Pc(Li)| Li-1, PhH)
i=1..n+1

whereL is definedasa specal NULL sym-
bol. Thus the previous modifier, L; 1, is
addedto the condtioning corntext (in the pre-
vious modelthe left modifiershad probability
[Liz1.n41 Pe(Li(li) | Rh,H).)

3. Generag right modifiers using a similar bi-
gramprocess.

Introducing bigram-degnderties into the parsng
modelimproved parsng accuacgy by abou 0.9 %
(asshown in Table3).

2This valuewasoptimizedon the developmaent set



1. | main part of || 8 | person
speech

2. | detailed part of || 9. | tense
speech

3. | gencbr 10. | degree of compar

ison

4. | nunber 11. | nggaiveness

5. | case 12. | voice

6. | possessos’ 13. | variant/egister
gencer

7. | possessaos’ num-
ber

Table 1: The 13-characer encaling of the Czech
POStags.

4.4 Alter native Part-of-SpeechTagsets

Part of speeh (POS)tagssene an important role
in statigical parsirg by providing the modelwith a
level of genealization asto how classesof words
tendto behae, what rolesthey play in sentaces,
andwhat othe classe they tendto combinewith.
Statistcal parsers of Englishtypicaly make useof
theroughly 50 POStagsusedin the PennTreebaik
corpus, but the CzechPDT corpus providesa much
richer setof POStags,with over 3000 possble tags
definedby the tagging sysem and over 1000 tags
actudly found in the corpus. Using that large a
tagse with a training corpus of only 19,000 sen-
tences would leadto seriaus sparsedataprobdems.
It is also clea that someof the distinctions being
madeby the tags are more important than others
for parsng. We therebre explored different ways
of extrading smalle but still maximaly informative
POStagsets.

4.4.1 Description of the CzechTagset

The POStagsin the CzechPDT corpus (Haji¢ and
Hladka, 1997) areencaledin 13-characer strings.
Tablel showstherole of eachcharater For exam-
ple,thetag NNMP1- - - - - A- - would be usedfor a
word thathad“noun” asbothits mainanddetédled
partof speech,thatwasmascuine, plurd, nomina
tive (caz 1), andwhosenegativenessalue was“af-
firmative”.

Within the corpus,eachword wasanrotatedwith
all of the POStagsthatwould be possble givenits
speling, using the output of amorphdogical analy
sis program, and also with the single one of those
tags that a staisticd POS taggng program had
predcted to be the correct tag (Haji¢ and Hladka,
1998. Table2 showsaphrasefrom thecorpus,with

| Form | DictionaryTags | Machire Tag

poslanc NNMP1- - - - - A-- | NNWP1----- A--
NNVP5- - - - - A- -
NNVP7- - - - - A- -
NNNVB3- - - - - A -
NNNVB6- - - - - A -

Parlamemu | NNI S2- - - - - A- | NNIS2----- A--
NNI S3- - - - - A- -
NNI S6- - - - - A1

schalili VPMP- - - XR- AA- | VpMP- - - XR- AA-

Table 2: CorpusPOStagsfor “the represenatives
of the Parliament approved”.

the alternative possble tags and machire-seleted
tagfor eachword. In thetraining portion of the cor-
pus,the corred tag asjudged by humananrotatois
wasalsoprovided.

4.4.2 Selection of a Mor e Informative Tagset

In the baseine apprach, the first letter, or “main
partof speech”, of thefull POSstringswasused as
thetag. This resdted in a tagse with 13 possble
values.

A numtler of alterrative, richer tagetswere ex-
plored, using various combnatiors of charater po-
sitions from the tag string. The mostsuaessfu al-
terndive wasa two-letter tag whosefirst letter was
alwaysthe main POS,andwhosesecom letter was
the casefield if the main POSwas one that dis-
plays case while otherwisethe secoml letter was
the detaled POS (The detailed POSwas usal for
the main POSvaluesD, J,V, and X; the casefield
was usedfor the other possille main POSvalues.)
Thistwo-letter schemeaesutedin 58 tags andpro-
vided abouta 1.1% parsng improvementover the
basdine onthe developmentset.

Even richer tagses$ that also included the per-
son,gencer, andnumbervaluesweretestal without
yielding ary further improvemen, presumably be-
cau® the damagdrom spase dataoutweighedthe
valueof the additionalinformationpreset.

4.4.3 Explorationstoward Clustered Tagsets

An entirely different appraach, rathe than search
ing by handfor effective tagses, would be to use
clustering to derive them autamaticaly. We ex-
plored two different methods bottom-up and top-
down, for autanatically deliving POStagsetshase
oncouwntsof goveming anddependen tagsextracted
from the parsetreesthatthe parser constuctsfrom
the training data Neithertestedapprachresuted
in ary improvemert in parsig performancecom-



paredto the handdesigred “two letter’ tagset but
theimplemenations of eachwerestill only prelim-
inary, and a clusteredtagsetmore adrotly derved
might do better

4.4.4 Dealingwith Tag Ambiguity

Onefinal isste regarding POStagswashow to deal
with the ambiguty betweenpossble tags,bothin
training andtest. In the training data, therewasa
choice betweenusingthe output of the POStagge
or thehumananndator’s judgmentasto the corred
tag. In testdata,the correct answerwas not avail-
able,but the POStagge output could be usedif de-
sired This turns out to matteronly for unknown
words, asthe parseris desighedto do its own tag-
ging, for wordsthatit hasseenin training at leag
5 times, ignoring ary tag suppied with the input.
For “unknown” words (see lessthan5 times) the
parse canbe seteither to beliewe the tag supgied
by the POStagger or to allow equdly arny of the
dictionary-derivedpossble tagsfor theword, effec-
tively allowing the parse context to make thechoice.
(Notethattherich inflectionalmorphobgy of Czech
leadsto ahigher rateof “unknown” wordformsthan
would betruein English in onetest,29.5%o0f the
wordsin testdata were“unknown”.)

Our tesk indicatedthat if unknown words are
treaed by believing the POStagger’s suggestin,
then scoresare bette if the parse is also trained
onthe POStagge’s suggetions, rather thanon the
humananndator's correct tags. Training onthecor-
rect tagsresuls in 1% worse perfoomance. Even
though the POStagge’s tagsarelessacairate they
aremorelike whattheparse will beusingin thetest
data,andthatturnsout to be the key point. Onthe
othe hard, if the parser allows all possble dictio-
nary tagsfor unknownwordsin testmaterid, then
it paysto train onthe actud corred tags.

In initial tests this combnation of training onthe
correct tagsandallowing all dictionarytagsfor un-
known testwordssomeavhatoutperformedthealter-
native of usingthe POStagge’s predictionsbothfor
training andfor unknowntestwords. Whentestal
with the final versian of the parser on the full de-
velopmentset,thosetwo stratgiesperformedatthe
samelevel.

5 Results

We ran three versians of the parse over the final
testset: the basdine versia, the full model with
all addtions, andthefull modelwith everything but
the bigram model. The basdine sysem on the fi-

| Modification || Improvement ||

Coordinaion +2.6%
Relatve clauses +1.5%
Punctuation -0.19% ??
EnrichedPOStags +1.1%
Punctuation +0.4%
Verbcrossing +0.9%
Bigram +0.9%
Total chang +7.4%
Total Relative Errorrediction 26%

Table3: A brealdown of theresuls onthedevelop-
mentset.

Genre Proporton Accurecy
(Sentenes/
Dependecies)

Newspape | 50%/44% 81.%%

Business | 25%/19% 81.%%

Sciene 25%/38% 76.0%

Table 4: Breakdownof the resuts by gene. Note
that althowgh the Scien@ secton only contiibutes
25% of the senencesin testdatg it contans much
longer sertencesthanthe other sections andthere
fore accaunts for 38% of the dependertiesin test
data.

nal testsetachieved 72.3%accurcy. Thefinal sys-
temacheved80.0%accuacg®: a7.7%absolteim-
provemern anda27.8%relative improvement.
Thedevelopmentsetshovedvery similar resuts:
abaseine accuacy of 71.9%andafinal accuacy of
79.3%. Table 3 showsthe relative improvementof
eachcompamentof the modet. Table4 shows the
resuts on the developmentsetby gene. It is inter-
estirg to seethatthe perfomanceon newswire text
is over 2% bette than the averaged performance.
The Sciencesedion of the developmentsetis cont
sidembly harer to parse(presumably beauseof
longer senteicesandmoreopenvocakulary).

3The parseffails to give ananalysison somesentencesye-
causethe searchspacebecomesoo large. Thebaselinesystem
missed5 sentencesthe full systemmissed21 sentencesthe
full systemminus bigramsmissed2 sentences.To scorethe
full systemwe took the outputfrom the full systemminusbi-
gramswhenthe full systemproducedno output(to preventa
heary penaltydueto the 21 missedsentences)Theremaining
2 unparsd sentencefs in thebaselinecasehadall depenén-
ciesattachedo theroot.

“We were surprisedto seethis slight dropin accurag for
the punctuationtree modification. Earlier testson a different
developmentset,with lesstraining dataandfewer othermodel
alterationshadshavn a goodimprovement for this feature.



5.1 Comparisonto Previous Results

The main pieceof previouswork on parsng Czech
that we are aware of is descibed in (Kubai 99).
This is a rule-basedsysem which is basedon a
manualy desighed setof rules The sysem’s ac-
curag is not evaluaed on a test corpus, so it is
difficult to compae our restts to theirs. We can,
however, make somecompaison of the resuls to

those on parsirg English. (Collins 99) desribesre-
sults of 91% accuagy in recovering dependercies
on secton 0 of the PennWall StreetJourral Tree-
bank using Model 2 of (Collins 97). This task
is almostcertanly easierfor a numberof reasms:
therewas more training data (40,000senencesas
oppacsedto 19,000; Wall StreetJoumnal may be an
easie¢ domainthanthe PDT, as a reasmable pro-
portion of senterescomefrom a sub-domain fi-

nandal news, which is relatively resticted. Unlike
modell, model2 of the parsertakessulcateyoriza-
tion information into accaunt, which givessomeim-

provemert on Englishandmight well alsoimprove
resuts on Czech.Giventhesedifferencesit is dif-

ficult to make a dired comparson, but the overal

condusion seemdo be thatthe Czechaccuagy is
appioachirg resuts on English, althoughit is still

somavhatbehind.

6 Conclusions

The 80% dependerty accuacy of the parserrepre
sentsgoad progresstowardsEnglishparsng peifor-
mance. A major areafor future work is likely to
be animproved treamentof morplology; a naturd
appioachto this problem is to considermore care
fully how POStags are usal as word classesby
the model. We have begun to investigae this is-
sue, through the automaic derivation of POStags
through clugtering or “splitting” appraaches. It
might alsobe possble to exploit the internal struc
tureof thePOStags,for examplethroughincremen-
tal predidion of the POStagbeinggererated or to
exploit the use of word lemmas,effectively split-
ting word-word relationsinto syntactic dependen
cies(POStag-POStag relations) andmoreseman
tic (lemma-lemmajlependerties.
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