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Abstract

We present a novel approach for the auto-
matic translation of written text into sign
language. A new corpus focussing on the
weather report domain for the language
pair German and German Sign Language
is introduced. We apply phrase-based sta-
tistical machine translation, enhanced by
pre- and post-processing steps based on
the morpho-syntactical analysis of Ger-
man. Detailed results are given based on
automatic and manual evaluation.

1 Introduction

The aim of this work is to employ an automatic
translation system from written German to Ger-
man Sign Language (DGS1), the primary means of
communication for the deaf people in Germany.

It may seem surprising at first to propose a
translation of written text if the target group typi-
cally has no visual impairment. However, (Traxler
00) shows that the majority of the deaf community
possesses only poor to moderate reading skills.
The lack of auditory feedback and the still com-
mon practice of oral teaching are two responsable
factors.

In this paper, we present our translation system.
The German sentences are translated into DGS, a
language independent from German. The results
are visualized using an avatar developed for the
presentation of sign languages (Elliott & Glauert+

00). We investigate in how far morpho-syntactic
pre- and post-processing can enhance the transla-
tion results. We also investigate the specific de-
mands for sign language translation. Finally, we
present detailed results based on both automatic
and manual evaluation of the translation output.

1.1 State-of-the-Art

Several researchers deal with the challenges of au-
tomatic sign language translation. To the best of
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our knowledge, statistical methods have not been
used in translation from written text to sign lan-
guage yet. Moreover, the other approaches did not
present quantitative results. Thus, performance
comparison is not possible.

(Morrissey & Way 05) investigate corpus-based
methods for example-based sign language trans-
lation from English to the sign language of the
Netherlands. With the small corpus and no avail-
able lexicon, the system is robust for sentences al-
ready encountered in the training set, but has prob-
lems with unseen combinations of corpus chunks
as well as corpus parts that it is unable to align.

(Sáfár & Marshall 01) propose a decompensa-
tion of the translation process into two steps: first
they translate from written text into a semantic
representation of the signs. Afterwards a second
translation into a graphically oriented representa-
tion is done. Both steps use rule-based techniques
for a specific domain. However, no quantitative
results were published.

2 Phrase-Based Machine Translation

We use a statistical machine translation system
to automatically transfer the meaning of a source
language sentence into a target language sentence
(Zens & Bender+ 05). Following the notation con-
vention, we denote the source language withJ
words asf J

1 = f1 . . . fJ, a target language sentence
aseI

1 = e1 . . .eI and their correspondence as the a-
posteriori probability Pr(eI

1| f
J
1 ). The sentence ˆeI

1
that maximizes this probability is chosen as the
translation sentence.

The estimation of the a-posteriori probability is
divided into three subproblems:

1. the language model, for which we employ tri-
grams smoothed with Kneser-Ney discount-
ing (Chen & Goodman 98)

2. the translation model, where we use the
phrase-based translation as described in
(Zens & Bender+ 05)



3. the search algorithm finding the best path.
We use monotone search and reordering con-
straints ((Kanthak & Vilar+ 05)), which are
explained in the next section

2.1 Reordering constraints

Closely related language pairs, for example
Catalan-Spanish, have a very similar grammar
structure, so that their phrases have the same se-
quence over large portions of the text. For the
search algorithm looking for the best translation,
the search space can be reduced if we assume
monotone word dependency. However, many
other language pairs differ significantly in their
word order. To keep computational costs at a rea-
sonable scale, we allow a larger search space but
limit the permutation number byreordering con-
straints.

A reordering constraint is a directed, acyclic
graph that allows limited word reordering of the
source sentence. The edges of each possible path
equal a permutationπ of the numbers 1 toJ.

In our work, we investigate the influence of
three reordering graphs (Figure 1) on our trans-
lation results: the local constraint, the IBM con-
straint and the inverse IBM constraint. Each
graph allows characteristic permutation types,
constrained by a window sizew: the local con-
straint allows each word in the sentence to be
moved up to a maximum ofw− 1 steps towards
the front or the end of the sentence. The IBM con-
straint allows up tow−1 words in the sentence to
be moved to the end of the sentence, likewise, the
inverse IBM constraint allows up tow− 1 words
to be moved to the sentence beginning.

The higher the window sizew, the higher the
amount of possible permutations has to be consid-
ered. A window size which is higher or equal to
the sentence lengthJ results in a search space that
is equal to the maximum of permutations possible.

2.2 Evaluation Criteria

In our experiments, we use the following criteria
for evaluating the translation results:

Word Error Rate (WER): The WER is com-
puted as the edit distance between the produced
translation and the reference translation based on
the Levenshtein alignment (i.e. the minimum num-
ber of required insertions, substitutions and dele-
tions to match the two sentences).

Position-independent Word Error Rate
(PER): To overcome the problem of a possibly

a)

b)

c)

Figure 1: (Kanthak & Vilar+ 05) Permutation
graph of a source sentencef1 f2 f3 f4 using a win-
dow sizew = 2 for a) local constraints, b) IBM
constraints and c) inverse IBM constraints

misleading WER due to the dependency on the
perfect word order, we introduce the PER as an
additional measure which ignores the order of the
words when comparing the words of the produced
translation and the reference translation.

3 Sign Language

Language research has long been tied exclusively
to spoken languages. Only about forty years ago
the first serious investigations of sign languages
have begun. Sign languages are communication
systems which have evolved over generations of
deaf signers and are not derived from spoken lan-
guage. Like all natural languages, no international
sign language exists, and even DGS has several
dialects. Grammar and vocabulary differ from
the ones used in spoken language. Moreover, the
unique possibilities of a visual-gestural based lan-
guage allow a specific grammar which employs
the usage of space and facial expressions to bestow
additional language- and meta-language informa-
tion (Braem 95). In DGS, no articles are used, and
no copula can be found. DGS also makes exten-
sive use of the spatial feature to flex and derive its
words.



3.1 Notation System

For DGS, there is no official written form. De-
pending on transcription purpose, existing systems
differ in accuracy and detail depth.

For our work, we use so-called glosses, a se-
mantic representation of the sign language. As
a convention, the meaning of the sign is written
as the upper case stem form of the corresponding
word in a spoken language. Our gloss notation is
a variety of the Aachener Glossenumschrift, de-
veloped and maintenanced by the Deaf Sign Lan-
guage Research Team (DESIRE), Aachen. For
our translation, it annotates all important sign lan-
guage grammar features.

HOCH++ ATLANTIK WACHSEN-(mehr)-hn

This example can be translated into English
with ‘The high pressure areas over the atlantic
ocean are growing larger’. The three signs are
transcripted with glosses ‘HOCH’, ‘ATLANTIK’
and ‘WACHSEN’ representing their meaning in
German. Signs repeated (for example to indi-
cate plural forms) are annotated with a double-
plus, mouth pictures are written in brackets,
e.g. ‘(mehr)’, ‘-hn’ means that the signer is nod-
ding during signing.

4 Experiments

The corpus used in this work was manually tran-
scribed by language experts. On the German tele-
vision channel Phoenix, the German weather fore-
cast is translated into DGS. The videos, i.e. the
German sentences spoken by the announcer and
the signs from the interpreter, were transcribed,
and their quality were checked on a regular basis.

The corpus statistics are listed in Table 1 in de-
tail.

4.1 Morpho-Syntax Based Pre-Processing

We try to enhance the translation by either omit-
ting redundant sentence information or by trans-
forming parts that do not change the meaning of
the sentence in the pre-processing phase. These
measurements are especially important on smaller
corpora.

In our work, we employ the gerCG parser2 for
various pre-processing steps. gerCG delivers all
vital parts-of-speech information (POS). We also
employed a parser that reads the gerCG tags as
well a a simple rule file which lists actions for the

2http://www.lingsoft.fi

specific POS. In informal experiments on the de-
velopment corpus, several rule files with different
actions were compared against each other.

Among the procedures tested were the transfor-
mation of nouns into stem form. While DGS is
a highly flexed language, gender information pro-
vided in the affixes of the German words are not
translated and can be thus omitted. Also, if the re-
lation between subject and object is usually appar-
ent, the words can be reduced to stem form com-
pletely.

Another pre-processing step that leads to im-
provement is the splitting of words at break points.
German grammar allows concatenation of small
words to form a compound word often unseen in
training data. However, since DGS works with
compounds, too, trying to translate the single parts
of the compound part should improve the error
rates.

As a third pre-processing step, German POS
commonly not used in DGS were deleted. Among
them were mainly articles and certain conjunc-
tions.

4.2 Post-Processing

Post-processing tries to circumvent typical errors
of the translation algorithm.

Difficult to handle in DGS translation are so-
called discourse entities – stored persons, names
or even sentences – which can be referenced to
by pointing at them or executing a sign using this
specific area. We marked the position of all enti-
ties appearing in our corpus. Signs that are usu-
ally assigned to a specific position, for example
for geographical reasons, have been annotated in a
database.

Emphasis and comparative degree that share the
same stem word in both languages were treated
as stem form during training and translation.
The deleted information was added in the post-
processing step. Note that this step has no effects
on the automatic error rates WER and PER, but
will only influence the human evaluation.

4.3 Results

We investigated in how far the grammar transfor-
mations influence the error rates. To avoid training
on testing, all optimizations have been conducted
on the separate development set, optimizing on the
PER. All results use a reference file with 2 correct
translations average. Discarding not-needed POS
in German already improves the result greatly. It



Table 1: Statistics of the Phoenix corpus
DGS German

training set

sentences 2272
number of running words 9947 15124

vocabulary size 640 1246
number of singletons 223 504

development set

sentences 98
number of running words 496 736

vocabulary size 183 274
number of singletons 13 24

test set

sentences 98
number of running words 486 732

vocabulary size 184 304
number of singletons 9 35

Table 2: Results of a concatenation of the pre-
processing steps, measured on development cor-
pus

WER PER
baseline 48 37.8

+ discard conj. and articles 40.4 30.0
+ stem form 39.2 29.8
+ split nouns 37.0 28.2

seems that many words occuring in German dis-
orient the algorithms since they are not needed
in DGS. Stem forms reduce the vocabulary size
and also the number of out-of-vocabulary words.
Splitting the nouns helps to enhance the translation
quality, too, since unknown German word com-
pounds are fragmented into smaller word parts.
The results are listed in Table 2. In total, we im-
prove the baseline by 9.0% in the WER and by
9.6% in the PER.

If we employ constraints, then the best result is
acchieved for local reordering and a window size
of 2: the PER improves to 27.4 and the WER goes
slightly up to a WER of 38.2 (Table 3). While we
expected more enhancement from this approach,
the translations in the corpus are made by hear-
ing interpreters under extreme time pressure con-
ditions. We argue that their grammar might be too
close to the German grammar for the reordering
constraints to work properly.

For human evaluation, we asked two human ex-
perts (both congenitaly deaf) to rate the coherence
of a German sentence to the avatar output with
numbers ranging from 1 (uncomprehensive) to 5

Table 3: Results on Phoenix corpus
WER PER

baseline 48.0 37.8
best result 38.2 27.4

Table 5: Human evaluation results

human expert A average score
reference 3.3

translation 2.9
human expert B average score

reference 3.7
translation 3.4

(perfect match). For this purpose, we took the first
30 sentences from the test corpus and evaluated
both the reference sentences output and the trans-
lation sentences output of the avatar, for a total of
60 sentences.

The rating difference of reference and transla-
tion sentences is 0.4 average points for the first ex-
pert and 0.3 points for the second. The results in
general are still low (that is, at 3.3 average). The
focus of this work was on the implementation of
the translation algorithms and the avatar was only
supported poorly, however, it seems that the re-
sults for human evaluation and the results for au-
tomatic evaluation are comparable.

4.4 Translation Examples

In Table 4 some examples for translation are given.
The first example is fairly easy and close to the
German grammar. The translation made no mis-



Table 4: Translation examples
reference sentence translated sentence

correct JETZT WETTER+VORAUS+SAGEN MORGEN SAMSTAG ZWÖLF M̈ARZ
equivalent AUCH NORDEN+WESTEN BEREICHnordwesten NORDEN+WESTEN BEREICHnordwesten AUCH

WOLKE REGEN ZIEHENnach südosten WOLKE REGEN ZIEHENvon nordwesten
wrong TIEF FRANKREICH ZIEHENnach frankreich TIEF ZIEHEN nach mitte

Figure 2: Evaluation tool for comparison of Ger-
man sentence and avatar output. Introduction is
translated simultaneous with pre-recorded movie
clips.

takes. The sentences of the second example are se-
mantically equal but differ in synonyms and word
sequence. The translation gets an error penalty
both in WER and PER, but not in the human eval-
uation. In the last example, the translation al-
gorithm did not know the word ‘Frankreich’ and
omitted it in the translation. Therefore, the sen-
tence makes no sense anymore.

5 Conclusion

In this paper, we present the first phrase-based
statistical machine translation approach for a sign
language. A new corpus based on bilingual
weather reports is introduced. We showed how
a morpho-syntactic knowledge source for German
can be used to significantly improve the transla-
tion quality. For this, we came up with a flexible
POS parser that allowed us to transform the words
according to linguistic assumptions. The results of
the different methods have been compared against
each other.

For important features of DGS which are hard
to translate statistically such as incorporation and
space information we implemented pre- and post-
processing methods.
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