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h, S. VogelLehrstuhl f�ur Informatik VI, Computer S
ien
e DepartmentRWTH Aa
hen, University of Te
hnologyD-52056 Aa
hen, GermanyABSTRACTThis paper gives an overview of our work on statisti
alma
hine translation in the framework of the Verbmobilproje
t. The goal of the Verbmobil proje
t is the trans-lation of spoken dialogues in the domains of appointments
heduling and travel planning. Starting with the Bayesde
ision rule as in spee
h re
ognition, we show how the re-quired probability distributions 
an be stru
tured into threeparts: the language model, the alignment model and thelexi
on model. We des
ribe the 
omponents of the systemand report results on the Verbmobil task. The experi-en
e obtained in the Verbmobil proje
t, in parti
ular alarge-s
ale end-to-end evaluation, showed that the statisti-
al approa
h resulted in signi�
antly lower error rates thanthree 
ompeting translation approa
hes: the senten
e errorrate was 29% in 
omparison with 52% to 62% for the othertranslation approa
hes.1. INTRODUCTIONIn 
omparison with written language, spee
h and espe
iallyspontaneous spee
h poses additional diÆ
ulties for the taskof automati
 translation. Typi
ally, these diÆ
ulties are
aused by errors of the re
ognition pro
ess, whi
h is 
arriedout before the translation pro
ess. As a result, the sen-ten
e to be translated is not ne
essarily well-formed froma synta
ti
 point-of-view. Even without re
ognition errors,spee
h translation has to 
ope with a la
k of 
onventionalsynta
ti
 stru
tures be
ause the stru
tures of spontaneousspee
h di�er from that of written language.The statisti
al approa
h shows the potential to ta
klethese problems for the following reasons. First, the sta-tisti
al approa
h is able to avoid hard de
isions at any levelof the translation pro
ess. Se
ond, for any sour
e senten
e,a translated senten
e in the target language is guaranteedto be generated. In most 
ases, this will be hopefully a syn-ta
ti
ally perfe
t senten
e in the target language; but evenif this is not the 
ase, in most 
ases, the translated senten
ewill 
onvey the meaning of the spoken senten
e.Whereas statisti
al modelling is widely used in spee
hre
ognition, there are so far only a few resear
h groupsthat apply statisti
al modelling to language translation.The presentation here is based on work 
arried out in theframework of the EuTrans proje
t [1℄ and the Verbmobilproje
t [21℄.

2. STATISTICAL DECISION THEORY ANDLINGUISTICS2.1. The Statisti
al Approa
hThe use of statisti
s in 
omputational linguisti
s has beenextremely 
ontroversial for more than three de
ades. The
ontroversy is very well summarized by the statement ofChomsky in 1969 [6℄:\It must be re
ognized that the notion of a `probabil-ity of a senten
e' is an entirely useless one, under anyinterpretation of this term".This statement was 
onsidered to be true by the major-ity of experts from arti�
ial intelligen
e and 
omputationallinguisti
s, and the 
on
ept of statisti
s was banned from
omputational linguisti
s for many years.What is overlooked in this statement is the fa
t that, in anautomati
 system for spee
h re
ognition or text translation,we are fa
ed with the problem of taking de
isions. It isexa
tly here where statisti
al de
ision theory 
omes in. Inspee
h re
ognition, the su

ess of the statisti
al approa
his based on the equation:Spee
h Re
ognition = A
ousti
{Linguisti
 Modelling+ Statisti
al De
ision TheorySimilarly, for ma
hine translation, the statisti
al approa
his expressed by the equation:Ma
hine Translation = Linguisti
 Modelling+ Statisti
al De
ision TheoryFor the `low-level' des
ription of spee
h and image sig-nals, it is widely a

epted that the statisti
al frameworkallows an eÆ
ient 
oupling between the observations andthe models, whi
h is often des
ribed by the buzz word `sub-symboli
 pro
essing'. But there is another advantage inusing probability distributions in that they o�er an expli
itformalism for expressing and 
ombining hypothesis s
ores:� The probabilities are dire
tly used as s
ores: Theses
ores are normalized, whi
h is a desirable property:when in
reasing the s
ore for a 
ertain element in theset of all hypotheses, there must be one or several otherelements whose s
ores are redu
ed at the same time.� It is straightforward to 
ombine s
ores: dependingon the task, the probabilities are either multiplied oradded.



� Weak and vague dependen
ies 
an be modelled eas-ily. Espe
ially in spoken and written natural language,there are nuan
es and shades that require `grey levels'between 0 and 1.Even if we think we 
an manage without statisti
s, wewill need models whi
h always have some free parameters.Then the question is how to train these free parameters.The obvious approa
h is to adjust these parameters in su
ha way that we get optimal results in terms of error ratesor similar 
riteria on a representative sample. So we havemade a 
omplete 
y
le and have rea
hed the starting pointof the statisti
al modelling approa
h again!When building an automati
 system for spee
h or lan-guage, we should try to use as mu
h prior knowledge as pos-sible about the task under 
onsideration. This knowledge isused to guide the modelling pro
ess and to enable improvedgeneralization with respe
t to unseen data. Therefore in agood statisti
al modelling approa
h, we try to identify the
ommon patterns underlying the observations, i.e. to 
ap-ture dependen
ies between the data in order to avoid thepure `bla
k box' 
on
ept.2.2. Bayes De
ision Rule andSystem Ar
hite
tureIn ma
hine translation, the goal is the translation of a textgiven in a sour
e language into a target language. We aregiven a sour
e string fJ1 = f1:::fj :::fJ , whi
h is to be trans-lated into a target string eI1 = e1:::ei:::eI . In this arti
le,the term word always refers to a full-form word. Among allpossible target strings, we will 
hoose the string with thehighest probability whi
h is given by Bayes de
ision rule [5℄:êI1 = argmaxeI1 fPr(eI1jfJ1 )g= argmaxeI1 fPr(eI1) � Pr(fJ1 jeI1)g :Here, Pr(eI1) is the language model of the target language,and Pr(fJ1 jeI1) is the string translation model. The argmaxoperation denotes the sear
h problem, i.e. the generationof the output senten
e in the target language. The overallar
hite
ture of the statisti
al translation approa
h is sum-marized in Figure 1.In general, as shown in this �gure, there may be addi-tional transformations to make the translation task sim-pler for the algorithm. The transformations may rangefrom the 
ategorization of single words and word groups tomore 
omplex prepro
essing steps that require some pars-ing of the sour
e string. We have to keep in mind that inthe sear
h pro
edure both the language and the transla-tion model are applied after the text transformation steps.However, to keep the notation simple, we will not make thisexpli
it distin
tion in the subsequent exposition.3. ALIGNMENT MODELLING3.1. Con
eptA key issue in modelling the string translation probabilityPr(fJ1 jeI1) is the question of how we de�ne the 
orrespon-den
e between the words of the target senten
e and thewords of the sour
e senten
e. In typi
al 
ases, we 
an as-sume a sort of pairwise dependen
e by 
onsidering all wordpairs (fj ; ei) for a given senten
e pair (fJ1 ; eI1). Here, we will
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Figure 1. Ar
hite
ture of the translation approa
hbased on Bayes de
ision rule.further 
onstrain this model by assigning ea
h sour
e wordto exa
tly one target word. Later, this requirement will berelaxed. Models des
ribing these types of dependen
ies arereferred to as alignment models [5, 20℄.When aligning the words in parallel texts, we typi
allyobserve a strong lo
alization e�e
t. Figure 2 illustrates thise�e
t for the language pair German{English. In many 
ases,although not always, there is an additional property: overlarge portions of the sour
e string, the alignment is mono-tone.
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Figure 2. Word-to-word alignment.3.2. Basi
 ModelsTo arrive at a quantitative spe
i�
ation, we de�ne thealignment mapping: j ! i = aj ; whi
h assigns a wordfj in position j to a word ei in position i = aj . We rewrite



the probability for the translation model by introdu
ing the`hidden' alignments aJ1 := a1:::aj :::aJ for ea
h senten
e pair(fJ1 ; eI1). To stru
ture this probability distribution, we fa
-torize it over the positions in the sour
e senten
e and limitthe alignment dependen
ies to a �rst-order dependen
e:Pr(fJ1 jeI1) = p(J jI) �XaJ1 JYj=1[p(aj jaj�1; I; J) � p(fj jeaj )℄ :Here, we have the following probability distributions:� the senten
e length probability: p(J jI), whi
h is in-
luded here for 
ompleteness, but 
an be omitted with-out loss of performan
e;� the lexi
on probability: p(f je);� the alignment probability: p(ajjaj�1; I; J).By making the alignment probability p(aj jaj�1; I; J) depen-dent on the jump width aj � aj�1 instead of the absolutepositions aj , we obtain the so-
alled homogeneous hiddenMarkov model, for short HMM [20℄.We 
an also use a zero-order model p(aj jj; I; J), wherethere is only a dependen
e on the absolute position index jof the sour
e string. This is the so-
alled model IBM-2 [5℄.Assuming a uniform alignment probability p(aj jj; I; J) =1=I, we arrive at the so-
alled model IBM-1.These models 
an be extended to allow for sour
e wordshaving no 
ounterpart in the translation. Formally, thisis in
orporated into the alignment models by adding a so-
alled `empty word' at position i = 0 to the target senten
eand aligning all sour
e words without a dire
t translationto this empty word.In [5℄, more re�ned alignment models are introdu
ed byusing the 
on
ept of fertility. The idea is that often a wordin the target language may be aligned to several words inthe sour
e language. This is the so-
alled model IBM-3.Using, in addition, �rst-order alignment probabilities alongthe positions of the sour
e string leads us to model IBM-4.Although these models take one-to-many alignments expli
-itly into a

ount, the lexi
on probabilities p(f je) are stillbased on single words in ea
h of the two languages.In systemati
 experiments, it was found that the qualityof the alignments determined from the bilingual training
orpus has a dire
t e�e
t on the translation quality [13℄.3.3. Alignment Template Approa
hA general short
oming of the baseline alignment models isthat they are mainly designed to model the lexi
on depen-den
es between single words. Therefore, we have extendedthe approa
h to handle word groups or phrases rather thansingle words as the basis for the alignment models [12℄. Inother words, a whole group of adja
ent words in the sour
esenten
e may be aligned with a whole group of adja
entwords in the target language. As a result, the 
ontext ofwords tends to be expli
itly taken into a

ount, and thedi�eren
es in lo
al word orders between sour
e and targetlanguages 
an be learned expli
itly. Figure 3 shows some ofthe extra
ted alignment templates for a senten
e pair fromthe Verbmobil training 
orpus. The training algorithmfor the alignment templates extra
ts all phrase pairs whi
hare aligned in the training 
orpus up to a maximum lengthof 7 words. To improve the generalization 
apability of the
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Figure 3. Example of a word alignment and of ex-tra
ted alignment templates.alignment templates, the templates are determined for word
lasses rather than words dire
tly. These word 
lasses aredetermined by an automati
 
lustering pro
edure [11℄.4. SEARCHThe task of the sear
h algorithm is to generate the mostlikely target senten
e eI1 of unknown length I for an ob-served sour
e senten
e fJ1 . The sear
h must make useof all three knowledge sour
es as illustrated by Figure 4:the alignment model, the lexi
on model and the languagemodel. All three of them must 
ontribute in the �nal de
i-sion about the words in the target language.To illustrate the spe
i�
 details of the sear
h problem,we use the inverted alignment: i ! j = bi, whi
h is a map-ping from target to sour
e positions rather the other wayround. We repla
e the sum over all alignments by the bestalignment, whi
h is referred to as maximum approxima-tion in spee
h re
ognition. Using a bigram language modelp(eijei�1), we obtain the following sear
h 
riterion:maxbI1;eI1 IYi=1[p(eijei�1) � p(bijbi�1; J) � p(fbi jei)℄Considering this 
riterion, we 
an see that we 
an buildup hypotheses of partial target senten
es in a bottom-to-top strategy over the positions i of the target senten
e ei1as illustrated in Figure 5. An important 
onstraint for thealignment is that all positions of the sour
e senten
e shouldbe 
overed exa
tly on
e. This 
onstraint is similar to thatof the travelling salesman problem where ea
h 
ity has tobe visited exa
tly on
e. Details on various sear
h strategies
an be found in [8, 9, 18℄.In order to take long 
ontext dependen
es into a
-
ount, we use a 
lass-based �ve-gram language model withba
king-o�. Beam-sear
h is used to handle the huge sear
hspa
e. To normalize the 
osts of partial hypotheses 
ov-ering di�erent parts of the input senten
e, an (optimisti
)estimation of the remaining 
ost is added to the 
urrent
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umulated 
ost as follows. For ea
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h.5. EXPERIMENTAL RESULTS5.1. The Task and the CorpusWithin the Verbmobil proje
t, spoken dialogs werere
orded. These dialogs were manually trans
ribed andlater manually translated by Verbmobil partners (Hildes-heim for Phase I and T�ubingen for Phase II). Sin
e di�erenthuman translators were involved, there is great variabilityin the translations.Ea
h of these so-
alled dialog turns may 
onsist of sev-eral senten
es spoken by the same speaker and is sometimes

rather long. As a result, there is no one-to-one 
orrespon-den
e between sour
e and target senten
es. To a
hieve aone-to-one 
orresponden
e, the dialog turns are split intoshorter segments using pun
tuation marks as potential splitpoints. Sin
e the pun
tuation marks in sour
e and targetsenten
es are not ne
essarily identi
al, a dynami
 program-ming approa
h is used to �nd the optimal segmentationpoints. The number of segments in the sour
e senten
e andin the test senten
e 
an be di�erent. The segmentation iss
ored using a word-based alignment model, and the seg-mentation with the best s
ore is sele
ted. This segmented
orpus is the starting point for the training of translationand language models. Alignment models of in
reasing 
om-plexity are trained on this bilingual 
orpus [13℄.A standard vo
abulary had been de�ned for the variousspee
h re
ognizers used in Verbmobil. However, not allwords of this vo
abulary were observed in the training 
or-pus. Therefore, the translation vo
abulary was extendedsemi-automati
ally using an online bilingual lexi
on avail-able on the web. The resulting lexi
on 
ontained not onlyword-word entries, but also multi-word translations, espe-
ially for the large number of German 
ompound words. To
ountera
t the sparseness of the training data, a 
ouple ofstraightforward rule-based prepro
essing steps are applied:� 
ategorization of proper names for persons and 
ities,� normalization of:{ numbers,{ time and date phrases,{ spelling: don't ! do not,...� splitting ofGerman 
ompound words.Table 1 gives the 
hara
teristi
s of the training 
orpusand the lexi
on. The 58 000 senten
e pairs 
omprise abouthalf a million running words for ea
h language of the bilin-gual training 
orpus. The vo
abulary size given is the num-ber of full word forms seen in that 
orpus in
luding thepun
tuation marks. Noti
e the large number of word typesseen only on
e. The extended vo
abulary is the vo
abularyafter adding the manual bilingual lexi
on.Table 1. Bilingual training 
orpus (PM = pun
tu-ation mark) and lexi
a. German EnglishTraining Text Senten
es 58 332Words (+PMs) 519 523 549 921Vo
abulary 7 940 4 673Singletons 44.8% 37.6%Re
ognition Vo
abulary 10 157 6 871Manual Lexi
on Entry Pairs 12 779Ext. Vo
ab. 11 501 6 8675.2. Disambiguation ExamplesIn the statisti
al translation approa
h as we have presentedit, no expli
it word sense disambiguation is performed.However, a kind of impli
it disambiguation is possible dueto the 
ontext information of the alignment templates andthe language model as shown by the examples in Table 2.The �rst two groups of senten
es 
ontain the verbs `gehen'and `annehmen' whi
h have di�erent translations, some of



Table 2. Disambiguation examples (� = using morpho-synta
ti
 analysis.)Ambiguous Word Text Input Translationgehen Wir gehen ins Theater. We will go to the theater.Mir geht es gut. I am �ne.Es geht um Geld. It is about money.Geht es bei Ihnen am Montag? Is it possible for you on Monday?Das Tre�en geht bis 5 Uhr. The meeting is to �ve.annehmen Wir sollten das Angebot annehmen. We should a

ept that o�er.I
h nehme das S
hlimmste an. I will assume the worst.�vor Wir tre�en uns vor dem Fr�uhst�u
k. We meet before the breakfast.Wir tre�en uns vor dem Hotel. We will meet in front of the hotel.whi
h are rather 
ollo
ational. The 
orre
t translation isonly possible by taking the whole senten
e into a

ount.Some improvement 
an be a
hieved by applying morpho-synta
ti
 analysis, e.g handling of the separated verb pre-�xes in German [10℄.The last two senten
es show the impli
it disambiguationof the temporal and spatial sense for the German preposi-tion `vor'. Although the system has not been tailored tohandle su
h types of disambiguation, the translated sen-ten
es are all a

eptable, apart from the senten
e: Themeeting is to five.5.3. Integration into Verbmobil Prototype SystemThe statisti
al approa
h to ma
hine translation is embodiedin the stattrans module whi
h is integrated into the Verb-mobil prototype system. The implementation supports thetranslation dire
tions from German to English and fromEnglish to German. In regular pro
essing mode, the stat-trans module re
eives its input from the repair module [16℄.At that time, the word latti
es and best hypotheses fromthe spee
h re
ognition systems have already been prosod-i
ally annotated, i.e. information about prosodi
 segmentboundaries, senten
e mode and a

entuated syllables areadded to ea
h edge in the word latti
e [3℄. The translationis performed on the single best senten
e hypothesis of there
ognizer.The prosodi
 boundaries and the senten
e mode infor-mation are utilized by the stattrans module as follows. Ifthere is a major phrase boundary, a full stop or questionmark is inserted into the word sequen
e, depending on thesenten
e mode as indi
ated by the prosody module. Ad-ditional 
ommas are inserted for other types of segmentboundaries. The prosody module 
al
ulates probabilitiesfor segment boundaries, and thresholds are used to de
ideif the senten
e marks are to be inserted. These thresholdshave been sele
ted in su
h a way that, on the average, forea
h dialog turn, a good segmentation is obtained. The seg-ment boundaries restri
t possible word reordering betweensour
e and target language. This not only improves transla-tion quality, but also restri
ts the sear
h spa
e and therebyspeeds up the translation pro
ess.5.4. Large-S
ale End-to-End EvaluationDuring the progress of the Verbmobil proje
t, di�erentvariants of statisti
al translation have been implemented,and experimental tests have been performed for both textand spee
h input [8, 12℄.Whereas these tests were important for the optimizationand tuning of the system, the most important evaluationwas the �nal evaluation of the Verbmobil prototype in

spring 2000. This end-to-end evaluation of the Verbmo-bil system was performed at the University of Hamburg[17℄. In ea
h session of this evaluation, two native speakers
ondu
ted a dialog. They did not have any dire
t 
onta
tand 
ould only intera
t by speaking and listening to theVerbmobil system.Three other translation approa
hes had been integratedinto the Verbmobil prototype system:� a 
lassi
al transfer approa
h [4, 7, 19℄,whi
h is based on a manually designed analysis gram-mar, a set of transfer rules, and a generation grammar,� a dialog-a
t based approa
h [14℄,whi
h amounts to a sort of slot �lling by 
lassifyingea
h senten
e into one out of a small number of possiblesenten
e patterns and �lling in the slot values,� an example-based approa
h [2℄,where a sort of nearest neighbour 
on
ept is applied tothe set of bilingual training senten
e pairs after suitableprepro
essing.In the �nal end-to-end evaluation human evaluatorsjudged the translation quality for ea
h of the four trans-lation results using the following 
riterion:Is the senten
e approximatively 
orre
t: yes/no?The evaluators were asked to pay parti
ular attention tothe semanti
 information (e.g. date and pla
e of meeting,et
) 
ontained in the translation. A missing translationas it may happen for the transfer approa
h or other ap-proa
hes was 
ounted as wrong translation. The evaluationwas based on 5069 dialog turns for the translation from Ger-man to English and on 4136 dialog turns for the translationfrom English to German. The spee
h re
ognizers used hada word error rate of about 25%. The senten
e error ratesare summarized in Table 3. As we 
an see, the error ratesfor the statisti
al approa
h are smaller by a fa
tor of about2 in 
omparison with the other approa
hes.Table 3. Senten
e error rates of end-to-end evalua-tion (spee
h re
ognizer with WER=25%).Translation Method Error [%℄Semanti
 Transfer 62Dialog A
t Based 60Example Based 52Statisti
al 29In agreement with other evaluation experiments, theseexperiments show that the statisti
al modelling approa
hmay be 
omparable to or better than the 
onventional rule-based approa
h. In parti
ular, the statisti
al approa
h



seems to have the advantage if robustness is important, e.g.when the input string is not grammati
ally 
orre
t or whenit is 
orrupted by re
ognition errors.Although both text and spee
h input are translated withgood quality on the average, there are examples where thesynta
ti
 stru
ture of the produ
ed senten
e is not 
or-re
t. Some of these synta
ti
 errors are related to longrange dependen
ies and synta
ti
 stru
tures that are not
aptured by the m-gram language model used. To 
opewith these problems, morpho-synta
ti
 analysis [10℄ andgrammar-based language models [15℄ are 
urrently beingstudied. 6. SUMMARYIn this paper, we have given an overview of the statisti
alapproa
h to ma
hine translation and espe
ially its imple-mentation in the Verbmobil prototype system. The sta-tisti
al system has been trained on about 500 000 runningwords from a bilingual German{English 
orpus. Transla-tions are performed for both dire
tions, i.e. from Germanto English and from English to German. Comparative eval-uations with other translation approa
hes of the Verbmo-bil prototype system show that the statisti
al translationis superior, espe
ially in the presen
e of spee
h input andungrammati
al input.A
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