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Abstract
A new interface to the ELAN annotation software that can handle automatically generated annotations by a sign language recognition
and translation framework is described. For evaluation and benchmarking of automatic sign language recognition, large corpora with
rich annotation are needed. Such databases have generally only small vocabularies and are created for linguistic purposes, because the
annotation process of sign language videos is time consuming and requires expert knowledge of bilingual speakers (signers). The pro-
posed framework provides easy access to the output of an automatic sign language recognition and translation framework. Furthermore,
new annotations and metadata information can be added and imported into the ELAN annotation software. Preliminary results show that
the performance of a statistical machine translation improves using automatically generated annotations.

1. Introduction
Currently available sign language video databases were cre-
ated for linguistic purposes (Crasborn et al., 2004; Neidle,
2002 and 2007) or gesture recognition using small vocab-
ularies (Martinez et al., 2002; Bowden et al., 2004). An
overview of available language resources for sign language
processing is presented in (Zahedi et al., 2006). Recently,
an Irish Sign Language (ISL) database (Stein et al., 2007)
and an American Sign Language (ASL) database (Dreuw
et al., 2008) have been published.
Most available sign language corpora contain simple stories
performed by a single signer. Additionally, they have too
few observations for a relatively large vocabulary which is
inappropriate for data driven and statistically based learning
methods. Here we focus on the automatic annotation and
metadata information for benchmark databases that can be
used for analysis and evaluation of:

• linguistic problems

• automatic sign language recognition systems

• statistical machine translation systems

For storing and processing sign language, a textual repre-
sentation of the signs is needed. While there are several
notation systems covering different linguistic aspects, we
focus on the so called gloss notation, being widely used for
transcribing sign language video sequences.
Linguistic research in sign language is usually carried out
to obtain the necessary understanding regarding the used
signing (e.g. sentence boundaries, discourse entities, pho-
netic analysis of epenthetic movements, coarticulations, or
role changes), whereas computer scientists usually focus on
features for sign language recognition (e.g. body part track-
ing of head and hands, facial expressions, body posture), or
on post-processing and additional monolingual data for sta-
tistical machine translation to cope with encountered sign
language related statistical machine translation errors.
Therefore some common important features and search
goals for these different research areas are e.g.

• body part models and poses, hand poses, facial
expressions, eye gaze, ...

• word spotting and sentence boundary detection

• pronunciation detection and speaker identification

In particular, statistical recognition or translation systems
rely on adequately sized corpora with a rich annotation of
the video data. However, video annotation is very time con-
suming: in comparison to the annotation of e.g. parliamen-
tary speech, where the annotation real-time-factor (RTF) is
about 30 (i.e. 1 hour of speech takes 30 hours of annota-
tion), the annotation of sign language video can have a an-
notation RTF of up to 100 for a full annotation of all manual
and non-manual components.

2. Baseline System Overview & Features
Figure 1 illustrates the components of our proposed recog-
nition and annotation system.
The recognition framework and the features used to achieve
the experimental results have been presented in (Dreuw et
al., 2007a). The baseline automatic sign language recog-
nition (ASLR) system uses appearance-based image fea-
tures, i.e. thumbnails of video sequence frames. They give
a global description of all (manual and non-manual) fea-
tures that have been shown to be linguistically important.
The system is Viterbi trained and uses a trigram language
model (Section 2.4.) which is trained on the groundtruth
annotations of main glosses.
The ASLR system is based on the Bayes’ decision rule: for
a given sign language video input sequence, first features
xT

1 are extracted to be used in the global search of the model
which best describes the current observation:
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The word sequence wN
1 (i.e. a gloss sequence) which max-

imizes the language model (LM) probability Pr(wN
1 ) and

the visual model probability Pr(xT
1 |wN

1 ) will be the recog-
nition result.
Statistical machine translation (SMT) is a data-driven trans-
lation method that was initially inspired by the so-called
noisy-channel approach: the source language is interpreted
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Figure 1: Complete system setup with an example sen-
tence: After automatically recognizing the input sign lan-
guage video, the translation module has to convert the inter-
mediate text format (glosses) into written text. Both system
outputs and features can be used to automatically generate
annotations.

as an encryption of the target language, and thus the trans-
lation algorithm is typically called a decoder. In practice,
statistical machine translation often outperforms rule-based
translation significantly on international translation chal-
lenges, given a sufficient amount of training data.
A statistical machine translation system presented in
(Dreuw et al., 2007b) is used here to automatically trans-
fer the meaning of a source language sentence into a target
language sentence. Following the notation convention, we
denote the source language with J words as fJ

1 = f1 . . . fJ ,
a target language sentence as eI

1 = e1 . . . eI and their cor-
respondence as the a-posteriori probability Pr(eI

1|fJ
1 ). The

sentence êI
1 that maximizes this probability is chosen as the

translation sentence as shown in Equation 2. The machine
translation system accounts for the different grammar and
vocabulary of sign language.
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For a complete overview of the translation system, see
(Mauser et al., 2006).

2.1. Body Part Descriptions
The baseline system is extended by hand trajectory features
(Dreuw et al., 2007a) being similar to the features presented
in (Vogler and Metaxas, 2001). Similar as presented in
(Bowden et al., 2004; Yang et al., 2006), features such as
the relative position and pose of the body, the hands or the
head could be extracted. The proposed system can be easily
extended by other feature extraction methods which could

Figure 2: Sample frames for pointing near and far used in
the translation.

extract further user specific metadata information for the
annotation files.
To enhance translation quality, we propose to use visual
features from the recognition process and include them into
the translation as an additional knowledge source.

2.2. Pronunciation Detection and Speaker
Identification

Given dialectal differences, signs with the same meaning
often differ significantly in their visual appearance and in
their duration. Each of those variants should have a unique
gloss annotation.
Speakers could e.g. be identified using state-of-the-art face
detection and identification algorithms (Jonathon Phillips
et al., 2007).

2.3. Sentence Boundary Detection and Word Spotting
Temporal segmentation of large sign language video
databases is essential for further processing, and is closely
related to sentence boundary detection in speech recogni-
tion (ASR) and tasks such as video shot boundary detection
(Quenot et al., 2003).
In addition to audio and video shot boundary detection,
which is usually done just at the signal level, we could
use the hand tracking information inside the virtual sign-
ing space from our sign language recognition framework to
search for sentence boundaries in the signed video streams
(e.g. usage of neutral signing space). Due to the different
grammar in sign language, a word spotting of e.g. ques-
tion markers (e.g. so called ONSET, OFFSET, HOLD or
PALM-UP signs (Dreuw et al., 2008)) could deliver good
indicators for possible sentence boundaries.

2.4. Language Models
Due to the simultaneous aspects of sign language, language
models based on the (main gloss) sign level versus inde-
pendent language models for each communication channel
(e.g. the hands, the face, or the body) can be easily gen-
erated using e.g. the SRILM toolkit (Stolcke, 2002) and
added as metadata information to the annotation files.

3. Automatically Annotating ELAN Files
With Metadata Information

The ELAN annotation software1 is an annotation tool that
allows you to create, edit, visualize, and search annotations
for video and audio data, and is in particular designed for
the analysis of language, sign language, and gesture. Every
ELAN project consists of at least one media file with its
corresponding annotation file.

1http://www.lat-mpi.eu/tools/elan/
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Our proposed automatic annotation framework is able to:

• convert and extend existing ELAN XML annotation
files with additional metadata information

• automatically annotate new media files with glosses
(video-to-glosses), translations (glosses-to-text), and
metadata information from the automatic sign lan-
guage recognition framework

The richness of gloss annotation can be defined by differ-
ent user needs (e.g. sentence boundaries, word spotting,
main glosses, facial expressions, manual features, etc.) (c.f.
Section 2.), and can depend on the confidence of the sign
language recognition or translation framework: the linguist
might search for a specific sign and would need high quality
annotations, whereas the computer scientist could only im-
port annotations with low confidences and erroneous recog-
nition or translation for a fast analysis and correction of the
automatically generated annotations in order to use them
for a supervised retraining of the system.
Currently our proposed framework converts a recognizer
output file with its corresponding word confidences gener-
ated by the sclite tool 2 from the NIST Scoring Toolkit
(Fiscus, 2007) into a tab-delimited text file, which can be
imported by the recently released ELAN 3.4.0 software.
The file contains for each tier the begin, end, and duration
times of each annotation value.

4. Experimental Results
An independent multi-channel training and recognition will
allow automatic annotation of e.g. head and hands. The cur-
rent whole-word model approach only allows for complete
main gloss annotations. However, in another set of experi-
ments presented in (Dreuw et al., 2007b), for incorporation
of the tracking data, the tracking positions of the dominant-
hand were clustered and their mean calculated. Then, for
deictic signs, the nearest cluster according to the Euclidean
distance was added as additional word information for the
translation model. For a given word boundary, these spe-
cific feature informations can be added as an additional tier
and imported to the ELAN tool (see ASLR-HAND tiers in
Figure 3).
For example, the sentence JOHN GIVE WOMAN IX
COAT might be translated into John gives the woman the
coat or John gives the woman over there the coat de-
pending on the nature of the pointing gesture IX (see
ASLR-TRANSLATION tier in Figure 3). This helped the
translation system to discriminate between deixis as dis-
tinctive article, locative or discourse entity reference func-
tion.
Preliminary results for statistical machine translation with
sign language recognizer enhanced annotation files have
been presented in (Dreuw et al., 2007b; Stein et al., 2007).
Using the additional metadata, the translation improved in
performance from 28.5% word-error-rate (WER) to 26.5%
and from 23.8% position-independent WER to 23.5%, and
shows the need for further metadata information in corpora
annotation files.

2http://www.nist.gov/speech/tools/

Preliminary annotation results for word boundaries, sen-
tence boundaries, and head/hand metadata information are
shown in Figure 3. Depending on a word confidence
threshold of the recognition system, the amount of auto-
matically added glosses can be controlled by the user (see
ASLR-GLOSSES and ASLR-CONFIDENCES tier in Fig-
ure 3). This also enables to search for pronunciations (if
modeled as e.g. in (Dreuw et al., 2007a)). Furthermore
body part and spatial features as proposed in (Stokoe et
al., 1965; Bowden et al., 2004) can be added as additional
information streams (see ASLR-HAND and ASLR-FACE
tiers in Figure 3).

5. Summary & Conclusion
Here, we presented and proposed an automatic annota-
tion extension for the ELAN tool which can handle auto-
matically generated annotations and metadata information
from a continuous sign language recognition and transla-
tion framework.
Challenging will be multiple stream processing (i.e. an in-
dependent recognition of hands, faces, body, ...), pronun-
ciation detection, and speaker identification, as well as the
extraction of better visual features in order to improve the
quality of the automatically generated annotation files. It
will enable to automatically add rich annotations (e.g. head
expression/position/movement, hand shape/position/move-
ment, shoulders, eye brows/gaze/aperture, nose, mouse, or
cheeks) as already partly manually annotated in (Neidle,
2002 and 2007).
Interesting will be unsupervised training, which will im-
prove the recognition and translation performance of the
proposed systems. The implicitly generated ELAN annota-
tion files will allow for fast analysis and correction.
A helpful extension of the ELAN software would be an in-
tegrated video annotation library (e.g. simple box drawing
or pixel marking) which would allow to use ELAN as a
groundtruth annotation tool for many video processing task,
and would furthermore allow for a fast and semi-automatic
annotation and correction of sign language videos.
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