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ABSTRACT

In this paper we present a method to jointly optimise the
relevance and the diversity of the results in image retrieval.
Without considering diversity, image retrieval systems of-
ten mainly find a set of very similar results, so called near
duplicates, which is often not the desired behaviour. From
the user perspective, the ideal result consists of documents
which are not only relevant but ideally also diverse. Most
approaches addressing diversity in image or information re-
trieval use a two-step approach where in a first step a set
of potentially relevant images is determined and in a second
step these images are reranked to be diverse among the first
positions. In contrast to these approaches, our method ad-
dresses the problem directly and jointly optimises the diver-
sity and the relevance of the images in the retrieval ranking
using techniques inspired by dynamic programming algo-
rithms. We quantitatively evaluate our method on the Im-
ageCLEF 2008 photo retrieval data and obtain results which
outperform the state of the art. Additionally, we perform
a qualitative evaluation on a new product search task and
it is observed that the diverse results are more attractive to
an average user.

Categories and Subject Descriptors

H.3 INFORMATION STORAGE AND RETRIEVAL:

Information Search and Retrieval
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Algorithms, Experimentation, Performance
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1. INTRODUCTION

Image retrieval in general and content-based image retrieval
in specific are a topic that has been investigated quite thor-
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Figure 1: Example for a similarity-based image search (a) and
the desired diversity-enhanced image search (b).

oughly over the past years and considerable progress has
been achieved in searching and finding similar images for a
given query image (8} 23, 24]. In particular similarity-based
image search is able to find very similar images, so called
near duplicates and commonly it is assumed that similar
images are relevant to a given query image. For a user of
an image retrieval system, this is not necessarily the desired
output of a system, instead it might rather be desired to
obtain different images which only share certain properties
of the given query image. In Fig. [1| we give two example
results for a textual query with the exact name and make
of a certain camcorder. Fig. I(a is a typical example of too
homogeneous results and Fig. I(b shows an example of a
diverse set of results, depicting the object of interest and cer-
tain accessories that might be interesting to the user. Such
results are not necessarily possible to obtain using only vi-
sual methods. In our approach, we fuse visual and textual
cues, which convey different information, in order to obtain
such results. That is, we still assume that relevant images
are similar (either according to the textual annotation or
visually), but we want to avoid returning all near duplicate
images and instead try to find a set of results which are
as diverse as possible but still relevant with respect to the
query.

A similar effect was observed in the literature on recom-
mendation engines, where accuracy is not the only criterion
to satisfy a user but additionally users want diverse recom-
mendations |13].

A typical application where diverse results in information
retrieval are desirable is the retrieval of product images.
E.g. a user interested to buy a new cell phone queries his
favourite shopping portal with the name and make of his
current cell phone in order to find the successor model. The
search functionality of the site then commonly delivers many
cell-phones from the same brand but alternatively it could
suggest models from different makers which share some of
the features. Other examples might be to start with the
frontal view of an object and find different view points or
distinguish between official product images and images that



amateurs put online, e.g. in online auction websites.

Ideally, these approaches would be combined with an ef-
fective image browsing tool to allow for fast navigation in
the space of images. User interfaces that combine similarity
search with visualisation of image similarity in a 3D space
are presented in |14} |[15] and allow for effective searching and
browsing of large collections without explicitly considering
diversity.

Diversity of the results was addressed in the ImageCLEF
2008 photo retrieval evaluation [2] where additionally to sys-
tem accuracy the diversity of the retrieval results was eval-
uated. In this evaluation, 24 groups participated and sub-
mitted slightly more than 1,000 runs, where most of the
runs were a combination of textual and visual information
retrieval. Nearly three quarters of the participating groups
used techniques to explicitly improve the diversity of their
results. In all presented approaches this was achieved using
a two-step strategy: first, a normal retrieval was performed
and second, the results were reranked using a clustering step
of the N-best results. The methods presented here address
the two contradicting objectives of similarity /relevance and
diversity jointly.

The contributions of this paper are four-fold:

e We analyse and discuss the current state of the art in
diversity-aware image and information retrieval.

e We propose a criterion to assess the diversity of a
ranked list which can be combined with a common
image/information retrieval criterion. This joint cri-
terion is not limited to a particular domain but can
be used in any image or information retrieval context
where it is possible to define a similarity or dissimilar-
ity measure for a pair of images or documents.

e We present three algorithms using this criterion for
retrieval: a greedy approximation, an approximation
inspired by dynamic programming (DP) techniques,
and a DP algorithm which is able to find an optimal
solution under a simplified diversity criterion.

e We compare the proposed techniques experimentally
to a clustering-based diversification technique on two
image retrieval tasks. We quantitatively evaluate our
methods on the ImageCLEF 2008 photo retrieval task
and show preliminary results on a novel product search
task, which both incorporate visual and textual infor-
mation.

The remainder of this paper is structured as follows: in Sec-
tion[2] we discuss the related work. In Section[3] we present a
criterion to measure the diversity of a list of images or doc-
uments. In Section 4| we present three approaches to obtain
a diverse list of results which are experimentally evaluated
in Section [5] and in Section [f] the paper is concluded.

2. RELATED WORK

As described above, the problem of too homogeneous results
has recently been observed in the literature on recommen-
dation engines [13].

This problem has been analysed in more detail in sev-
eral other papers. McGinty and Smyth [12] investigate the
role of diversity in recommender systems and propose an
iterative procedure to improve the user experience when in-
teracting with the system. They conclude that the user will
find satisfactory result much faster if the diversity of the

results is higher. However, they also note that too high di-
versity has the risk of losing relevant items and that thus a
trade off is required. Similarly, Xu and Yin [25] compare dif-
ferent information retrieval approaches with respect to the
relevance and the diversity of the retrieved results and con-
clude that the user-centred information retrieval community
should join forces with the system-centred information re-
trieval community to obtain optimal performance and user
satisfaction. Fleder and Hosanagar [6] hypothesize that di-
verse results can have an impact on the sales of certain prod-
ucts and evaluate their ideas in simulated experiments. Di-
versity in social networks has been investigated by Lemire
et al. [10].

Also in the domain of recommendation engines some ap-
proaches to enhance the diversity of the results were pro-
posed. Ziegler et al. [28] propose a technique to diversify
top-N lists of recommendation engines and observe in a user
study that user satisfaction is improved even though the av-
erage accuracy of the lists is deteriorated. An interesting
approach was presented by Le and Smola [9]. Instead of
addressing the problem of diversity directly, they propose
a ranking technique that can be optimised with respect to
nearly arbitrary ranking measures and suggest an extension
of their approach to incorporate diversity constraints but do
not discuss a solution to this.

The paper which is most closely related to our approach
was presented by Zhang and Hurley [27]. Similar to our
approach, they pose the problem of finding relevant and di-
verse results as a joint optimisation problem and propose
three different approaches using binary linear and binary
quadratic programming techniques respectively. In contrast
to our approach they do not create ranked lists of results.
Their method delivers result sets without any particular or-
dering. Chen and Karger [3] present a Bayesian retrieval
approach that also incorporates diversity in the retrieval cri-
terion and propose a greedy approximation for retrieval.

Zhai et al. [26] and Clarke et al |4] discuss various mea-
sures to evaluate the diversity of the delivered results in an
information retrieval system under the name of subtopical-
ity. They propose cluster recall as a suitable measure which
was also used in the ImageCLEF 2008 task [2] and which we
also use for evaluation.

In image retrieval, the ImageCLEF 2008 photo retrieval
task has made many groups aware of the issue of diversity
in information retrieval and several groups have tried to ad-
dress this problem by first retrieving a list of candidate im-
ages and then reranking this list using a clustering algorithm
in a post-processing step, e.g. [5}, 18| [22].

3. DIVERSITY

Although for a human it is pretty easy to judge whether a
list of images is diverse or not, so far no formal definition
has been proposed. Similar to [27], we base our measure on
the dissimilarity between the individual items considered.

Let ¢ be a query, B = {x1,...,zn} be the database of
possible documents. For a given partial result (z,,...,%r;)
we define the novelty for a candidate image =™ to be added
to the list at position J + 1 as

N @) = 5 o d(@an), (1)

where d(z*,z,;) is a normalised dissimilarity measure be-



tween the candidate and the individual images in the results.
That is, we give a high novelty score to those images which
are on average dissimilar to the current set of results.

Instead of considering the average dissimilarity of the hy-
pothesised image it is possible to consider the dissimilarity
to the most similar image as a novelty score which can be
obtained from Eq. by replacing the sum with a minimum-
operator.

Considering the similarity retrieval score for an image
which is defined as

S(z%q) =1—d(x",q) )

it can be observed that these two measures are somewhat
controversial because images that are very similar to the
query are also likely similar among each other and thus have
a low novelty score.

To fuse these two criteria into a retrieval score R for a
candidate image =™ given a query g and a set of hypothesised
prior results we use a weighted sum

Rz ¢, Ty 2r,) = aS(27;q)
+(1.0 - )N (2" (zryy -y 2ry))  (3)

where a higher o means that similarity to the query is more
important than diversity, and a low a means that diversity
is more important than similarity. It can be expected that
a < 0.5 will not yield good results since even a user who
is looking for diverse results still expects the results to be
relevant |12].

Now we can combine the proposed measures to be able
to judge the similarity and the diversity of a ranked list by
summing over the individual images

F(G (Trys oo Try)
J
= R(@r;3 @ (Trys Ty,
j=1

a[l - d(wrj,q)} +(1-a) []l i d(zr;, mrj,)} (4)

1 =1

Y-

J

and by finding the list of indices (r1,...,rs) which max-
imises this score, we can obtain a retrieval result which sat-
isfies similarity as well as diversity requirements:

e )t (5)

(¥1,...,77) =arg max {F(q; (Try,...
(T1,..0,77)
Note that for the evaluation of this criterion no properties
of the feature vectors are required except that it has to be
possible to calculate the scores from Egs. — which only
require the possibility to compute dissimilarity measures be-
tween a pair of images.

4. TECHNIQUES TO OBTAIN DIVERSE
BUT RELEVANT RESULTS

We introduce three algorithms to obtain diverse but relevant
results in image and information retrieval. The first method
represents the multi-step clustering-based state of the art
and thus does not consider the diversity criterion presented
above. The other approaches directly optimise the diversity
criterion presented above.

4.1 Clustering as Post-Processing

As described above, most approaches to obtain improved
diversity of the retrieval result use a clustering step, com-
monly k-means with a fixed number of clusters k. To create
the final ranked list an image is taken from each cluster in
a round-robin fashion and added to the result |5} 18] 22].

In our implementation, we use the LBG clustering algo-
rithm [11] which is an extension of the EM algorithm for
Gaussian mixtures. It starts with a single density which is
then incrementally split until the desired number of clusters
is reached. Note that this clustering technique requires to
be able to compute means of the cluster prototypes and is
therefore not suitable to be used with arbitrary dissimilarity
measures in the retrieval process. We are aware that cluster-
ing techniques that overcome this problem, such as spectral
clustering [19], exist but decided to use this technique as
it is known to be a solid baseline clustering technique and
in contrast to spectral clustering, which commonly creates
only two clusters, allows to obtain an arbitrary number of
clusters.

Then, the retrieval consists of three steps: In the first
step, we rank all images according to their similarity scores
S from Eq. , In the second step, we take the first n < N
images of the ranked list and cluster them using our cluster-
ing algorithm. In the last step, the outcome of the clustering
is used in order increase the diversity of the top 20 results.
That is, we assume that the individual clusters represent
different subtopics or clusters of results. Therefore we want
to have the top results chosen to represent as many of the
clusters as possible. In order to achieve this, we change the
scores for the individual images x after J images have been
ranked by adding a weighted novelty bonus

> 8(e(x), el)) ©)
cJ '

where C' is the number of clusters, J is the number of images

already in the ranked list, and ¢(z) is the cluster for image z.

Thus, this novelty bonus is highest for the images from the

cluster which is least represented in the previously returned

results.

4.2 Greedy Selection

In the greedy algorithm, we consider the retrieval score R
as defined in Eq. and incrementally add the image with
the highest score.

Thus, first the image which is most similar to the query is
added to the result list, because there are no results yet and
thus the similarity dominates the term. Then, for each of
the remaining images = we determine R(x;q, (zr,,...,Zr;)
and add the image with the highest values to the list until
all images are ranked.

A problem with this method is that the scores for the
images change with each image that is added to the list of
results and thus a disadvantageous choice at an early po-
sition in the result may significantly deteriorate the entire
ranking.

b(z)=1-—

4.3 Dynamic Programming

In this approach, we leverage the issue of non-optimal rank-
ings from the greedy algorithm by optimising the ranking
using an algorithm which is inspired by DP which does not
consider only one path but which considers many paths si-
multaneously. The number of total rankings is exponential
and thus it is infeasible to evaluate all paths. The problem,
has certain similarities to the travelling salesman problem



(TSP) because we are looking for an optimal path in a fully
connected graph where each vertice (image) has to be vis-
ited (ranked) exactly once. It differs to the TSP because the
weights (scores, in particular the novelty score N) for the
individual edges change depending on the images already
ranked, and thus in order to find the optimal ranking it is
necessary to evaluate N! rankings. Here we use an algo-
rithm which is inspired by DP and evaluates only N x N
paths but was shown to perform well for many instances of
the TSP [17].

The optimisation is done starting with the first image to
be returned and then incrementally for each position in the
ranked list every image is hypothesised considering every
other image as predecessor. In this step, for each image at
each position in the list, the list of all hypothesised prede-
cessors is memorised which allows for an efficient calculation
of the novelty score " from Eq. ().

This algorithm works similar to common DP methods,
i.e., we define an auxiliary function Q(j,z) which denotes
the score for the best ranked list of length j where image x
is at position j. Then, we can define the recursive equation
for the DP problem

Q) (7)
= max {Q(] -1,z +R (a:; q, (Tryy- oy xrj_Q,w'))}

which considers every image z’ to be ranked on position
j — 1 building on the solution corresponding to Q(j — 1, ’).
In order to allow for reconstructing the best solution among
the evaluated ones, commonly a backpointer array is created
which for the problem at hand would be defined as follows:

B(j,x) (8)
= arg max {QU—-1,2")+ R (w19, (@ry, ..., 3r;_,,2")) }.

However, since the calculation of F depends on the hypoth-
esised solution up to that point, it would be necessary to
perform the trace-back in each step. In order to avoid this,
we reorganise the trace-back structure and store the full list
of predecessors as backpointers in each step. To reduce the
memory usage of this approach, we do not keep the full array
of backpointers for each position but since the propagation of
full trace-backs spares us the necessity to trace-back the so-
lution at the end of the algorithm, we only need two columns
of the trace-back, one for the ranking position that is cur-
rently being processed and one for its predecessor. Once a
column is completed, the trace-back of the predecessor can
be discarded since it is a subset of the current one.

In order to avoid having duplicate images in the results,
we set the novelty N to —oo for every image that is already
part of the hypothesised result list .

A desired result for this algorithm is of course that the
most similar image, say & is ranked first. This is obviously
the desired choice since it has the highest similarity and it
has the same novelty as any other image which is returned
in this position. However, due to the non-symmetric defi-
nition of novelty which is only looking backwards, it is not
always the choice of the algorithm. Therefore, instead of
setting the boundary conditions Q(0,z) to 0 for every z, we
set Q(0,%) = S(&,q) and Q(0,z) = 0 for all other images.
This initialisation guarantees that the most similar image is
always returned first.

In order to rank a database of IV images, this algorithm
has a complexity of O(N 4), because we need N steps, where

in each step, all N images and all N possible direct pre-
decessors have to be hypothesised and furthermore, in the
computation of the novelty score N all predecessors of the
ranked list have to be considered, which are maximally N
many. However, all computations involved are cheap since
it is possible to precalculate the required dissimilarity mea-
sures between the images.

Furthermore, a significant speedup can be obtained if not
the full database is ranked but only the top M images from
a normal retrieval step on the database. In informal exper-
iments, we have investigated how many images have to be
considered in order to get an identical ranking in the top
20 results and found that for M = 100 no difference in the
top-20-ranking was observed.

4.3.1 DP for a Simplified Problem

As described above, a problem with this approach is that we
cannot evaluate all possible rankings efficiently due to the
dependency of the novelty score on all predecessors. The
algorithm proposed above therefore only considers a subset
of all possible solutions. Another option is to change the
objective function to allow for an exhaustive search of the
hypothesis space. Here, the problem is rewritten as search-
ing for the optimal subsequence of the initial ranking with
respect to a given criterion. Therefore, we modify our ob-
jective function in two respects:

e The novelty function (Eq. (I)) is changed to consider
only the direct predecessor

Ns (@™ (g, ooy xry)) = d(z", 20 ). (9)

e The desired result is a monotonous subsequence of
the initial similarity ranking that maximises the cri-
terion with the modified novelty score @

With these two assumptions, it is possible to apply a conven-
tional, non-approximative DP algorithm to find the optimal
(monotonous) subsequence (&r,, ..., zr, ) from the sorted se-
quence of similar images (z1,...,2zn), where {r1,...,75} C
{1,...,N} and r; < riy1.

Comparing the two approaches based on DP, it can be
observed that the first one tries to optimise the desired cri-
terion but is not guaranteed to find the optimal solution due
to search errors, whereas the second algorithm optimises a
simplified criterion for which it will definitely find the opti-
mal solution.

S. EVALUATION

We compare the proposed methods quantitatively on the
ImageCLEF 2008 photo database and show some additional
qualitative results on a novel product image dataset.

IAPR TC-12/ImageCLEF 2008 photo retrieval database.

The ImageCLEF 2008 photo retrieval task |2] built on the
TAPR TC 12 database |7] which is available online'. This
dataset consists of 20,000 images where each image is anno-
tated in English, German, and Spanish. Additionally, the
ImageCLEF team defined 60 queries which were used in 2006
and 2007. In 2008, 39 of these topics were reused. For these
39 queries, different clusters in the results were annotated

"http://www.imageclef .org/photodatal
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Figure 2: Example images from (a) the ImageCLEF 2008 photo
retrieval task and (b) the product images database.

Table 1: Product database statistics.

Task #concepts #images avg./concept
Camcorders 78 6,768 86.76
Cameras 90 4,747 52.74
Cellphones 62 11,650 187.90
Laptops 57 1,834 32.17
MP3-Players 88 2,281 25.92
Multimedia Players 39 2,852 73.12
TV 216 3,609 16.70
Total 630 33,741 53.55

manually to allow for measuring the diversity (according to
these clusters) of the delivered results. Four example images
from this dataset are shown in Fig. a).

Product Database.

We use a novel product database, which was provided by
Exalead. It contains seven retrieval tasks dedicated to differ-
ent types of high tech products, such as camcorders, laptops,
or TVs, and consists of several concepts (see . Each
concept corresponds to a textual search query and consists
of a set of images along with their surrounding text and the
original URLs of the images.

The aim in this task is to create an ordering of the im-
ages of each concept which has diverse and relevant images
ranked top (cf. Fig. [1). Example images from this dataset
for Cellphones, Laptops, MP3-Players, and TVs are shown

in Fig. {(b).

System Setup.
For the experiments, the system was setup to use a combi-
nation of five different descriptors:

Colour histograms describe the distribution of colours in
the images and have been shown to be an important
cue in generic image retrieval applications.

Tamura texture features are a manually designed tex-
ture descriptor which have been used frequently in the
literature .

GIST descriptors are small descriptors that capture the
overall shapes of a scene .

Bag-of-Visual-Word Histograms were originally devel-
oped in the texture analysis domain but have been
proved to be very useful for object recognition and im-
age retrieval [20].

English Text: in the experiments with the clustering ap-
proach the annotations are represented as 2,000-bin
histograms of the most frequent words in order to allow
for clustering of these feature vectors. In the distance-

based retrieval approaches we use a SMART-2 text re-
triever to deliver distances for the retrieval process.

5.1 Quantitative Evaluation on the
ImageCLEF task

For evaluation we follow the protocol of the ImageCLEF
2008 photo retrieval task . I.e. the database consists
of 20,000 images and we process 39 queries. The assess-
ment of the performance of the runs was done mainly with
three measures: Psg, precision after 20 results, which best
captures the performance of image search engines such as
Google images which present approximately twenty images
on the first page. C'Rqo, cluster recall after 20 results,
which measures the number of subtopics/content-clusters in
the first 20 results, and the combined F-measure of these
two:

F= M. (10)
Py + CRao

For the experiments on the ImageCLEF task, we performed
two different sets of experiments. A baseline setup, where
the textual information is represented as histograms of the
most common 2,000 words, and an improved setup, where
the text is incorporated using a variant of the SMART-2 re-
trieval metric. The baseline setup allows to apply the clus-
tering (cf. Section [£.1]), whereas the text retrieval setup is
far more powerful than the simple histogram representation
and thus achieves higher performances, but the clustering
approach is not applicable.

5.2 Baseline Setup

For this setup we tuned the weights for the individual de-
scriptors on the queries from the ImageCLEF 2007 task
which were not reused in the 2008 evaluation without con-
sidering diversity, and found that equal weights for all de-
scriptors but a 3 times higher weight for the bag of visual
words descriptor led to the best results.

Clustering.

Fig. [3] gives results for the evaluation of different parame-
ters for the clustering approach. The red lines denote Px,
the green lines denote C'Rap, and the blue lines denote the
joint F-measure. Fig. a) shows the impact of the weight-
ing parameter 7 on the results of the clustering approach.
A higher v denotes a higher weighting of the novelty bonus
in the clustering result and it can be observed that with too
high ~ the impact of the clustering is too big and thus the
images are mainly returned from unseen clusters without
considering the similarity. With ~ in a reasonable range,
it only has a minor impact. Fig. b) shows the impact of
the number of images considered for clustering and this also
only has a minor impact on the results. In general, the clus-
tering approach only leads to minor improvement compared
with the baseline result where no diversity-improvement is
applied (cf. Table[2).

We also applied the direct approaches, greedy, DP, and
monotone DP on the same setup. Results from these are
given in Fig. 4l Here a low value for « is the weighting fac-
tor from Eq.. A high value denotes that similarity has
a higher weight than diversity, i.e. if @ = 1.0 is chosen, di-
versity is not considered and if o = 0.0 is chosen similarity
is not considered. In Fig 4] (a)-(c), it can be observed that
for all approaches a too low « leads to strongly deteriorated
performance, in particular on the precision (Fig. [4] (a)), but
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Figure 3: The effect of the different parameters on the results
of the clustering approach: (a) weight 7, (b) number of images
considered. Solid lines show Pg2g, dotted lines CR2p and dashed
lines represent the F value.

Table 2: Results from the experiments with the textual informa-
tion represented as histograms

method P2o  CRao F
no diversity 0.295 0.347 0.319
clustering 0.296 0.349 0.320
greedy 0.292 0.352 0.319
DP 0.295 0.354 0.322

monotone DP  0.290 0.357 0.320

also on the cluster recall (Fig. |4l (b)), and thus also on the F-
measure (Fig. 4] (c)). This effect is strongest in the greedy
approach (red solid lines). In Fig. [4| (d)-(f), the effect of
changing the number of images considered for the optimisa-
tion is investigated. It should be noted that the monotone
DP and the greedy approach are very sensitive with respect
to this parameter and using too many images leads to bad
performance since these algorithms then tend to prefer the
dissimilar and thus possibly irrelevant images. Note, that it
is also possible to consider all images at once, but as can be
seen from these plots, this is not beneficial on the results.

Table 2] gives an overview of the different approaches with
tuned parameters on the baseline setup. It can be observed
that all approaches lead to an improvement of the diversity.
The best F-measure is obtained by the DP approach, the
greedy approach, the monotone DP approach, and the clus-
tering approach have approximately the same performance.
Additionally, the DP approach has the advantage to be rel-
atively robust with respect to its parameters.

5.3 Improved Setup

In this section, we describe experiments where the textual
information is incorporated using the SMART-2 retrieval met-
ric. Thus, the clustering approach is not applicable. We
tuned the weights in the same way as described above and
found that bag of visual words and gist descriptors have
slightly higher weights than colour and Tamura histograms,
and that the textual information is weighted three times
higher than the other features. This setup leads to a big im-
provement of the results when no diversity-increasing tech-
nique is applied and P rises from 29% to 49% (cf. Table[3).

Analogously to the experiments described above we eval-
uate the impact of the different parameters on the results
for the three approaches that directly optimise the diversity.
Fig. [f] (a) -(c) shows the impact of the a parameter on the
results. Again it can be observed that for all approaches a
too small «, i.e. too little weighting to the similarity, leads
to bad results because the diversity is weighted so high that
the returned images, albeit diverse, are not relevant any-
more, which can be seen from the drop of P,y in Fig.

Table 3: Results from the experiments with the SMART-2 retrieval
for the textual information

method Py CRao F
no diversity 0.491 0.482 0.486
greedy 0.494 0.499 0.496
DP 0.499 0.514 0.506
monotone DP  0.483 0.484 0.484
ParisTech [5]*  0.689 0.680 0.684
XRCE [1] 0.512 0.426 0.465

* result obtained with manual tuning and user interaction.

(d). This effect is strongest in the greedy approach (red
solid line) and also relatively strong in the monotone DP
approach (dotted blue line). In the DP approach (dashed
green line) this effect is smoothed as the all images from the
result set are considered for the diversity.

In Fig. [5| (d)-(f) the impact of the number of images con-
sidered in the optimisation is evaluated. It can be observed
that the greedy approach (solid red line) performs best if
only very few images are available, which can probably be
explained by the fact that the top few images are all rel-
evant, and this approach prefers extremely dissimilar and
thus likely irrelevant images if it has the choice. The mono-
tone DP approach (dotted blue line) has an optimum at
around 40-60 images, and again the DP approach (dashed
green line) is relatively robust with respect to these param-
eters.

An overview over the results obtained using the different
approaches and a comparison to the best results obtained in
the ImageCLEF 2008 evaluation is given in Table From
the ImageCLEF evaluation, we give two results. The best-
overall result from ParisTech [5] which was obtained using
user interaction and manual tuning and which is therefore
not directly comparable. For comparison we also give the
best full-automatic result which was obtained by XRCE |[1].
It can be observed that our results are slightly worse than
the XRCE result with respect to P»o but that our results
have a higher C'Ry¢ and a higher F-measure.

5.4 Qualitative Evaluation on the product task

In Fig. [6] we show three exemplary results on the prod-
uct database. The top row of results was obtained using
the conventional retrieval technique without any diversity
enhancing techniques. The bottom row shows results ob-
tained using the DP-based optimisation method described
in Section It can easily be observed that the diversity
is strongly improved and the limited data in the individual
concepts of this database allows to use very low « values
(i.e. low weight to similarity and high weight to diversity)
without finding irrelevant images.

6. DISCUSSION AND CONCLUSION

In this paper we defined a criterion to measure the diversity
of results in image retrieval and proposed three approaches
to directly optimising this criterion. In contrast to most
other approaches to obtain diverse results in image retrieval
our approaches do not build on a heuristic multi-pass archi-
tecture but optimise the result directly with respect to the
defined criterion.

We have experimentally evaluated our technique quanti-
tatively on the public ImageCLEF 2008 photo retrieval task
which incorporates visual and textual information and all
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proposed methods lead to results comparable to the state of
the art or better.

Additionally we have performed a first qualitative eval-
uation on a novel product-search task and have seen that
diverse results can be achieved in real-world tasks, too.

One interesting insight gained from our experiments is
that even diverse results must be relevant otherwise the per-
formance measures drop significantly as will user satisfac-
tion. It was also shown that the algorithm which is based on
ideas from DP algorithms is far more robust than the greedy
approach and the DP-approach on the simplified criterion.
In particular, it was observed that the first DP approach,
which tries to optimise the full diversity criterion and there-
fore cannot guarantee to find the optimal solution clearly
outperforms the DP approach with simplified criterion al-
beit the latter is guaranteed to find the optimal solution
according to its criterion.
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