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1
Introduction

The goal of Machine Translation (MT) is to automatically translate a text
from a source language correctly into a target language. In order to achieve
this, one has to rely on human knowledge, collected by experts that are
fluent in both languages. There are two distinct approaches as to where this
knowledge should be applied. The rule-based translation approach makes
use of hand-written rules for the actual language translation. The other
approach, which is often referred to as data-driven translation, employs large
collections of already translated material and tries to come up with its own,
automatically derived rules between these languages.

Most data-driven systems tend to produce rules which contain little or
no connection to common linguistic concepts. Hence, one might find it sur-
prising that they often enough outperform rule-based approaches in inter-
national evaluations. Due to their success, these methods have been widely
accepted as a mainstream approach over the last decade. Their strength lies
in their generality, with many findings easily carrying over to other language
pairs. Another benefit is simply a matter of speed. While every new do-
main in a rule-based system, even more so every language pair, needs to be
defined anew by linguistic experts in a rather tedious task often exceeding
years of work, a new statistical translation system can be trained within a
few hours to days. The only limiting precondition is that sufficiently sized
data collections can be accessed. However, more and more suitable data
collections become available every year, now already exceeding ten million
translated sentences for some language pairs like Chinese–English.

1.1 About this Document

This document presents and discusses various extensions to the data-driven
MT approach. More specifically, it employs soft features within a statistical
MT framework, on both spoken languages and sign languages. We will
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Figure 1.1: Schematic diagram of a general communication system

proceed to explain these individual terms below.

1.1.1 (A Brief History of) Statistical Machine Translation

Statistical Machine Translation (SMT) is probably the most prominent data-
driven translation method. Its core idea is to treat the translation problem as
a deciphering problem, a viewpoint that can be traced back to a comment by
Warren Weaver [Weaver 55] on the works of Claude Shannon [Shannon 48].
Weaver suggested that translation might be a particularly promising appli-
cation within the (then nascent) field of communication theory and its sug-
gested statistical characteristics of the communication process (see Figure
1.1). Following this line of thought, a person transmitting some informa-
tion might have encrypted it in a foreign language, which the receiver would
then have to decrypt to obtain the original message. Even nowadays, the
translation algorithm is often referred to as decoder, a convention that we
will adopt throughout this work. Weaver noted that

[..] it is very tempting to say that a book written in Chinese
is simply a book written in English which was coded into the
“Chinese code”.

Expectedly, the concept of a purely statistical approach to MT has not
been without dispute in the scientific community. Noam Chomsky formu-
lates in [Chomsky 68] a most famous remark:

Presumably, a complex of dispositions is a structure that can
be represented as a set of probabilities for utterances in certain
definable “circumstances” or “situations”. But it must be recog-
nized that the notion “probability of a sentence” is an entirely
useless one, under any known interpretation of this term.

Many scientists in the SMT field feel that this influential pronounce-
ment has considerably decelerated their early research. Today, Chomsky’s
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statement is generally considered to be refuted. One researcher notes in
[Ney 03]:

By hindsight, one might try to come up with many possible
explanations for [Chomsky’s] claims. But what remains in the
end is the conclusion that they are nonsense and that Chomsky
had too little knowledge of statistics.

The scientific rebound is generally attributed to the IBM Research Di-
vision. Many pioneering formula, findings and algorithms have been pro-
posed by this group in the early 1990s (e.g. in [Brown & Cocke+ 90] and
[Brown & Della Pietra+ 93]). The group concentrated their work on par-
liamentary debates from the Canadian Hansards. In Canada, where both
French and English are official languages, all speeches given by politicians
have to be translated into the other language by law. The fact that it is
still custom to denote the source language as f (“French”) and the target
language as e (“English”) can be seen as an indication of how influential
these works have been.

In Section 3.2, we will review the mathematics of SMT.

1.1.2 Soft Features for the Decoder

In principle, an SMT decoder translates a source text by assigning a prob-
ability to every target text that it can possibly come up with. The target
text having the highest probability is put forth as the best translation. The
probabilities are typically computed with a large variety of different models
that are called feature functions. Most feature functions evaluate dependen-
cies between the given source text and each proposed target text. Some only
work on one language part, for example by trying to measure the fluency of
the target text. Feature models that take both languages into account are
called translation models, while models working on only one language are
called language models. Note that, while the term “language model” is com-
monly only applied to probability distributions over the target language, we
will extend this term to every monolingual function to facilitate upcoming
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definitions, as we believe that the concrete meaning should be obvious from
the context.

In the following chapters, we will present and review various translation
models and language models. Common to them is that they will never
restrict possible translations by assigning zero probabilities. Moreover, the
decoder is in principle allowed to ignore the whole feature function. We
therefore denote these features to be soft features.

1.1.3 Non-Syntactic vs. Syntactic Features

It was stated earlier that data-driven approaches typically neither take lin-
guistic considerations into account nor produce translation rules that seem
to have a strong linguistic justification. Following the classification scheme
of [Vauquois 68] (see Figure 1.2), we denote a translation without any lin-
guistic or semantic analysis a direct translation. Human translation presum-
ably tries to grasp the semantic meaning of a sentence first by analyzing its
meaning, and then generates the target language from an interlingua. This
approach, while certainly more appealing from an intuitive point of view,
seems quite problematic to accomplish. All three steps, namely analysis, se-
mantic representation and generation, are in themselves already challenging.
If they are concatenated, the overall pipeline seems even more ambitious.

Nevertheless, already some intermediate approaches, halfway towards
the top of the pyramid, could improve the feature functions, which would
then guide the decoding process in a better direction. By relying on e.g. syn-
tactic analysis of the languages, they could help to transfer meta-language
information into the target text. In Chapter 5, we will present and review
three additional feature models that take linguistic analysis by means of
automatic language parsers into account.

One might argue whether a MT system working with automatic linguistic
analysis tools is still a purely data-driven approach. Perhaps the notion
hybrid approach would be more appropriate (cf. [Groves & Way 05]).

1.1.4 Spoken, Written and Signed Languages

We follow the notation of [Bellugi & Fischer 72] and refer to languages
which can be acoustically conveyed with sound patterns as spoken lan-
guages. They are to be distinguished from signed languages, which instead
transmit visual sign patterns through body language and manual commu-
nication. Consequently, we refrain from the usage of the notion written
language (e.g. [d’Armond L. Speers 02]) to set the written form of a spoken
language apart from a signed language, since we will also deal with written
transcriptions of signed languages throughout this thesis.

Signed languages are the primal means of communication for most deaf
and many hard-of-hearing persons. If evolved naturally, almost all signed
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languages differ at great length from spoken languages, by having both
unique grammar and vocabulary, and by being able to convey meaning
simultaneously on different communication channels: manual information
like hand shape, orientation, position and movement of the hands, and non-
manual information like body posture and facial expression. Most signed
languages are unlimited in their expressiveness. With the use of the parallel
channels, [Bellugi & Fischer 72] even suggest that American Sign Language
(ASL) conveys some information faster than spoken English. For SMT,
signed languages are an interesting niche area because of their non-sequential
nature, and because the data collections that can be employed in an SMT
framework are typically scarce.

In Chapter 6, we will analyze data collections for several sign languages,
and will present several suitably tailored methods for sign language MT in
Chapter 7.

1.2 Related Work

This section lists the scientific work that is most closely related to the meth-
ods proposed in the following chapter. For readability purposes, we split the
citations into the relevant parts.

Jane: Open Source Hierarchical Decoder (Chapter 4)

In this chapter, we present and discuss Jane, an open source transla-
tion toolkit which was developed as part of this thesis. Jane implements
many previous ideas developed both at RWTH Aachen University and other
groups. As we go over the features of the system we will provide the corre-
sponding references, and only list comparable, full-sized toolkits here. Jane
is not the first system of its kind, although it provides some unique features.
There are other open source hierarchical decoders available.

The Syntax Augmented Machine Translation (SAMT) decoder was de-
veloped by Carnegie Mellon University, Pittsburgh, USA, and released in
[Zollmann & Venugopal 06]. The original version is not maintained any
more and we had problems getting it to work on big corpora. Another
decoder is Joshua [Li & Callison-Burch+ 09], a joint piece of work of several
departments hosted by the Johns Hopkins University, Baltimore, USA. This
project is the most similar to our own, but both were developed indepen-
dently and each one has some unique features. A more in-depth comparison
between these two systems is included in Section 4.5. Lately, the de-facto
standard phrase-based translation decoder Moses [Koehn & Hoang+ 07], an-
other joint effort hosted by the University of Edinburgh, Scotland, has been
extended to support hierarchical translation.

Soft Syntactic Features (Chapter 5)

In this chapter, we incorporate syntactic knowledge into a SMT frame-
work. [Yamada & Knight 01] was one of the first works in this area, al-
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though the performance was not on par with other state-of-the-art ap-
proaches at that time. Further development in this direction achieved com-
petitive results, as can be seen in [DeNeefe & Knight+ 07] and later publi-
cations by the same group.

In contrast to these works, which propose new models centered around
syntactic information, we focus mainly on methods that can be easily in-
corporated into an existing hierarchical system. In this work, we employ
soft syntactic features as in [Vilar & Stein+ 08a]. These features measure
to what extent a phrase corresponds to a valid syntactic structure of a
given parse tree. In addition, we include a dependency language model in
a string-to-dependency model in the spirit of [Shen & Xu+ 08]. We also
derive soft syntactic labels as in [Venugopal & Zollmann+ 09], where the
generic non-terminal of the hierarchical system is replaced by a syntactic la-
bel. [Almaghout & Jiang+ 10] have also extended their decoder in a similar
way, using a Combinatory Categorical Grammar to derive their labels.

[Marton & Resnik 08, Chiang & Knight+ 09, Chiang 10] are working in
similar directions, but create a rather large quantity of features.

Sign Languages (Chapter 6)
In this chapter, we offer some findings in the field of sign language corpus

creation. Recently, a couple of other sign language data collections have been
created. Based on their purpose, some of them have only limited usability to
data-driven natural language processing techniques. Listed below are some
of the larger efforts for European sign languages, which we will discuss more
in detail in the chapter itself.

Similar to our corpus presented in [Bungeroth & Stein+ 06], where we
presented a sign language corpus for German and German Sign Language in
the domain of weather forecast, other groups have started to build corpora
in the same domain: [Bertoldi & Tiotto+ 10] for Italian and Italian Sign
Language, and [Massó & Badia 10] for Catalan and Catalan Sign Language.

Other corpora include: [Kanis & Zahradil+ 06], a corpus for Czech and
Signed Czech. Its domain is taken from transcribed train timetable dialogues
and then translated by human experts. [Bungeroth & Stein+ 08] is a corpus
for English, German, Irish Sign Language, German Sign Language and South
African Sign Language in the domain of the Air Travel Information System
(ATIS). With roughly 600 parallel sentences in total, it is small in size.
However, being a multilingual data selection, it enables direct translation
between sign languages. [Crasborn & van der Kooij+ 04] is a corpus for
Swedish Sign Language, British Sign Language and Sign Language of the
Netherlands. However, their broad domain of children’s fairy tales as well
as poetry make them rather unsuitable for statistical methods. Another
obstacle is the intensive usage of signed classifiers because of the rather
visual topics.

Sign Language Translation (Chapter 7)
In this chapter, we deal with sign language translation by means of SMT.
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One of the first ideas made in this field was given by [Bauer & Kraiss 01,
Sáfár & Marshall 01, Huenerfauth 03], but these papers do not offer much
experimental results. Recent works in this area include [Morrissey 08],
which is an in-depth investigation of corpus-based methods for data-driven
sign language translation from English to Irish Sign Language. A system
for the language pair Chinese and Taiwanese sign language is presented
in [Chiu & Wu+ 07]. They show that their optimizing method surpasses
IBM model 2. [Kanis & Müller 09] report quite high performance on a
Czech to Signed Czech task, and we will review their findings more closely.
[Massó & Badia 10] use factored models on a standard phrase-based system
for Spanish to Spanish Sign Language.

1.3 Document Structure

The main chapters of this thesis are organized as follows. In Chapter 2, we
will present the scientific achievements presented in this thesis. Chapter 3
gives a brief introduction into the relevant mathematical foundations and
techniques used in SMT. Chapter 4 presents the decoder that was developed
in the course of this thesis, along with the discussion of our implementation
decisions. Chapter 5 presents and reviews three linguistically motivated
models and compares how they interact with each other. In Chapter 6, we
introduce sign language corpora, discuss their annotation and characteris-
tics. The special demands for translation will be analyzed in Chapter 7.
Finally, we conclude this work and summarize our findings in Chapter 8.

1.4 Previously Published

During the course of this thesis, the following scientific publications have
been successfully submitted to peer-reviewed conferences and journals:

• International Evaluation Campaigns

– [Vilar & Stein+ 08b] The RWTH Machine Translation System for
IWSLT 2008

– [Popović & Vilar+ 09] The RWTH Machine Translation System
for WMT 2009

– [Heger & Wuebker+ 10] The RWTH Aachen Machine Transla-
tion System for WMT 2010

– [Huck & Wuebker+ 11] The RWTH Aachen Machine Translation
System for WMT 2011

• JANE and Syntactic Enhancements

7



– [Popović & Stein+ 06] Statistical Machine Translation of German
Compound Words

– [Vilar & Stein+ 08a] Analysing Soft Syntax Features and Heuris-
tics for Hierarchical Phrase Based Machine Translation

– [Vilar & Stein+ 10a] Jane: Open Source Hierarchical Transla-
tion, Extended with Reordering and Lexicon Models

– [Stein & Peitz+ 10] A Cocktail of Deep Syntactic Features for
Hierarchical Machine Translation

– [Vilar & Stein+ 10b] If I Only Had a Parser: Poor Man’s Syntax
for Hierarchical Machine Translation

– [Stein & Vilar+ 11a] A Guide to Jane, an Open Source Hierar-
chical Translation Toolkit (article)

– [Stein & Vilar+ 11b] Soft Syntax Features and Other Extensions
for Hierarchical SMT

– [Peter & Huck+ 11] Soft String-to-Dependency Hierarchical Ma-
chine Translation

– [Vilar & Stein+ 12] Jane: An Advanced Freely-Available Hierar-
chical Machine Translation Toolkit (article, to appear)

• Sign Language Corpora

– [Bungeroth & Stein+ 06] A German Sign Language Corpus of the
Domain Weather Report

– [Bungeroth & Stein+ 08] The ATIS Sign Language Corpus

– [Ormel & Crasborn+ 10] Glossing a Multi-purpose Sign Language
Corpus

– [Forster & Stein+ 10] Best Practice for Sign Language Data Col-
lections Regarding the Needs of Data-Driven Recognition and
Translation

• Sign Language Translation

– [Stein & Bungeroth+ 06] Morpho-Syntax Based Statistical Meth-
ods for Sign Language Translation

– [Dreuw & Stein+ 07] Enhancing a Sign Language Translation Sys-
tem with Vision-Based Features (extended abstract)

– [Morrissey & Way+ 07] Towards a Hybrid Data-Driven MT Sys-
tem for Sign Languages

– [Stein & Dreuw+ 07] Hand in Hand: Automatic Sign Language
to Speech Translation

– [Dreuw & Stein+ 08] Spoken Language Processing Techniques for
Sign Language Recognition and Translation
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– [Dreuw & Stein+ 09] Enhancing a Sign Language Translation Sys-
tem with Vision-Based Features (article)

– [Dreuw & Forster+ 10a] SignSpeak – Understanding, Recognition,
and Translation of Sign Languages

– [Stein & Forster+ 10] Analysis of the German Sign Language
Weather Forecast Corpus

– [Stein & Schmidt+ 10] Sign Language Machine Translation Over-
kill

– [Stein & Schmidt+ 12] Analysis, Preparation, and Optimization
of Statistical Sign Language Machine Translation (article, to ap-
pear)

• Other (minor contributions)

– [D’Haro & San-Segundo+ 08] Language Model Adaptation For a
Speech to Sign Language Translation System Using Web Frequen-
cies and a Map Framework

– [Huck & Vilar+ 11a] Advancements in Arabic-to-English Hierar-
chical Machine Translation

– [Huck & Vilar+ 11b] Lightly-Supervised Training for Hierarchi-
cal Phrase-Based Machine Translation
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2
Scientific Goals

In this thesis we are going to pursue the following scientific goals:

• We will establish a new hierarchical MT decoder that achieves state-
of-the-art performance. The toolkit will be employed on several large-
scale corpora for several language pairs. We will conduct comparison
experiments to the conventional phrase-based translation approach,
and we will further compare our decoder to a similar decoder called
Joshua [Li & Callison-Burch+ 09], developed as joint work at Johns
Hopkins University.

• We will present an easy method for marking the syntactical soundness
of a phrase and analyze its impact on several language pairs.

• For the soft preference grammar [Venugopal & Zollmann+ 09], we will
describe an approach to label phrases which do not match the yield
of a parse node. Thus, we are able to greatly reduce the number of
necessary labels.

• We will extend the string-to-dependency approach [Shen & Xu+ 08]
so that the phrase table is not reduced to phrases which match certain
dependency conditions. We show that this does not reduce the im-
pact of the model, and moreover this enables other models to behave
normally.

• All three syntactic methods have been shown to improve the trans-
lation quality individually. In this work, we will apply all of them
simultaneously for the first time, and compare their individual perfor-
mance as well as their combination ability on a common baseline.

• We will give a detailed overview of existing sign language data collec-
tions. We further introduce the Corpus-NGT for Spoken Dutch and
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Sign Language of the Netherlands, which is broad domain and has a
rich annotation of the parallel communication channels.

• We will offer findings on how to prepare a sign language MT system, by
adapting the phrase table extraction procedure to the needs of these
language pairs, and by proper preprocessing of the source language
based on its modality.

• We analyze statistical MT for scarce resources in detail, by examining
to what degree additional models derived for medium-scale and large-
scale corpora can be applied on sign language data collections. We
introduce several methods which are suitably tailored and which can
be applied to other under-resourced language pairs.
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3
Preliminaries

In this chapter, we will review the underlying principles of the methods
described in this work, as is standard in our field. The topics have been
previously presented by several authors. Hence, we restrict the following
sections only to the most basic concepts needed to understand our own
experiments, referring the interested reader to the given papers.

This chapter is organized as follows: after defining some basic termi-
nology in Section 3.1, we review the language model and the translation
model in Section 3.2. Defining bilingual phrases and synchronous context
free grammars in Section 3.3 enables us to briefly discuss the principal work-
flow of hierarchical decoding in Section 3.4. In Section 3.5, we will review
the log-linear model, so that we can incorporate a larger number of models
into the translation framework. In order to judge the quality of a given hy-
pothesis, we review common error measures and scores in Section 3.6, and
will also discuss the optimization of the feature function scaling factors.

3.1 Basic Terminology

As already mentioned briefly in Section 1.1.1, we treat the translation pro-
cess as a deciphering problem and thus call a MT system a decoder. To dif-
ferentiate between human translation and MT, we call a human-translated
document a reference, and an automatically decoded document a hypothesis.
A collection of documents and their references is called a corpus.

To test the generalization abilities of our models, we split some portions
from our corpus. The largest part is used as training material for the models.
The models are then further optimized on a withheld portion called the
development set, and finally tested on a test set.

Note that we simplify some of the following concepts to the translation
of sentences rather than full documents, and indeed will not go beyond
sentence-wise translation within this work. A source sentence consisting of
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J words is denoted as fJ1 = f1f2 . . . fJ , and a target sentence consisting
of I words is denoted as eI1 = e1e2 . . . eI . A succession of n words will
be denoted as an n-gram. For n = 1, . . . , 5, n-grams are called unigrams,
bigrams, trigrams, four-grams, five-grams. The predecessor words of a word
in a sentence are called its history.

3.2 Bayes’ Decision Rule for Statistical Machine
Translation

In SMT, we theoretically translate a source sentence by computing the a-
posteriori probability of all target sentences that we can possibly come up
with. The sentence that maximizes this probability is selected as our hy-
pothesis. We can formulate the decoding process as:

fJ1 → êÎ1
(
fJ1
)

= argmax
eI1

{
Pr(eI1|fJ1 )

}
. (3.1)

In a first attempt to model Pr(eI1|fJ1 ) in Equation 3.1, we could apply
Bayes’ theorem to split the probability into more convenient terms:

fJ1 → êÎ1
(
fJ1
)

= argmax
eI1

{
Pr(eI1) · Pr(fJ1 |eI1)

Pr(fJ1 )

}
(3.2)

= argmax
eI1

{
Pr(eI1) · Pr(fJ1 |eI1)

}
(3.3)

The denominator of Equation 3.2 does not influence the argumentum
maximi and can be omitted. We thus face two sub-models: the language
model Pr(eI1) and the translation model Pr(fJ1 |eI1). We will discuss both
models below.

3.2.1 Language Model

A language model (LM) is the a-priori probability distribution Pr(eI1) over
a string eI1. Roughly speaking, it measures to what extend a sentence could
belong to our target language, and hopefully penalizes ill-formed sentences.
For every word ei, we theoretically have to consider its full history:

Pr(eI1) =
I∏

i=1

Pr(ei|ei−11 ) . (3.4)

We typically restrict the LM in such a way that it only considers n-grams.
The history is then limited to n−1 words hi = ei−1i−n+1, with common values
for n ranging between 3 and 7. This limitation mostly has computational
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and modelling considerations, and it seems to be a reasonable assumption
that not all words at the end of a sentence will depend on the words at
the beginning. Still, from a linguistic point this constraint is unsatisfactory,
since some long-range dependencies are to be expected within a natural
language sentence. For example, in German the prefix of a verb can be
split and appear at a completely different sentence position to the verb
stem. If the distance is too large, the LM will never evaluate both words
simultaneously. We will review this problem in Section 5.4.

An estimate of the quality of a LM is given by computing the perplexity
on a development set. Roughly speaking, the perplexity measures how “sur-
prised” the algorithm is to see a word e, given its history h. The perplexity
of a language model is commonly defined as:

PP = Pr(eI1)−
1
I (3.5)

Maximum Likelihood Estimation and its Limitation

In the process of training a language model, we select the parameters of a
probability model so that its probability is maximized on a training docu-
ment. We call this approach the maximum likelihood criterion.

Let our training material consist of a document wN1 with N words, and
let (wn, hn) be its n-grams. Let pθ(wn|hn) be a probability model with a
set of free parameters θ. Then, our maximum likelihood criterion can be
formulated as:

θ̂ = argmax
θ

{
N∏

n=1

pθ(wn|hn)

}
(3.6)

If we compute the optimum for the maximum likelihood criterion as in
Equation 3.6, we can easily ensure that the probabilities are normalized for
all histories. The maximum likelihood estimates result in relative frequencies
of the n-gram counts:

pθ(w|h) =
N(h,w)∑

w′
N(h,w′)

(3.7)

with N(h,w) :=
∑

n:(h,w)=(hn,en)

1 (3.8)

However, while Equation 3.7 is the probability model with the highest
probability on our training data, it might not generalize well on unseen
data. A problem arises whenever we encounter an n-gram that we have not
seen in training, since relative frequencies will assign a zero probability to
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this n-gram. For real-life data, this will happen considerably often. In a
document consisting of, say, 10 · 106 words and a vocabulary size of 2 · 104

words, there are 4 · 108 possible bigrams, of which we can only encounter a
maximum of 2.5%. For trigrams, a mere 1.25 ·10−4% of all possible trigrams
could be encountered in the text. Such a model will be quite inflexible, so
we rather might want to reserve some low probabilities to unseen n-grams.
This technique is called smoothing (e.g. [Ney & Essen+ 94]).

Handling of Unseen Events with Smoothing

A language model based on relative frequencies will assign zero probabili-
ties to each n-gram not encountered in the training material, which is an
unwanted effect. We therefore shift some probability mass from the relative
frequencies and assign very low, but non-zero, probabilities to the unseen
n-grams. If we subtract a linear portion of the relative frequencies, this is
called linear discounting. If we subtract absolute values from the n-gram
counts before the computation of the relative frequencies, this is called ab-
solute discounting.

In our work, we use the modified Kneser-Ney smoothing. It is an absolute
discounting method that differentiates between n-grams that appear once,
twice, and more than twice. For more information about the method, we
refer to [Ney & Essen+ 94].

3.2.2 Translation Model and Alignments

When applying Bayes’ decision theorem on the a-posteriori probability in
Equation 3.3, we have seen that we obtain another sub-term apart from the
language model: the translation model Pr(fJ1 |eI1). The translation model
assigns a probability to one sentence fJ1 of being the translation of another
sentence eI1. This task seems harder to compute than a language model,
since it involves two languages at once. However, it seems safe to assume
that a given word in the source sentence does not correspond to each and
every word in the target sentence. As is common practice, we therefore
introduce a hidden variable called alignment A. An alignment is a set of
postulated word-to-word correspondences called alignment points, and we
train them as part of our overall training process. To model words that
might not be translated into the other language at all, we also introduce the
empty word.

Without loss of generality, we can now reformulate the translation model
as:
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Pr(fJ1 |eI1) =
∑

A
Pr(fJ1 ,A|eI1) (3.9)

Pr(fJ1 ,A|eI1) = Pr(J |eI1) · Pr(fJ1 ,A|J, eI1) (3.10)

= Pr(J |eI1) · Pr(A|J, eI1) · Pr(fJ1 |A, J, eI1) . (3.11)

Once more, we arrive at smaller subproblems that we are able to model
individually. The new models are called the length model Pr(J |eI1), the
alignment model Pr(A|J, eI1) and the lexicon model Pr(fJ1 |A, J, eI1). In the
pioneering work of [Brown & Della Pietra+ 93], a succession of model as-
sumptions for these subproblems was introduced. They are called IBM
models, and are designed to build upon each other, i.e. IBM Model 1 will
have the most simplifying assumptions and merely produces some early es-
timates, serving as initialization for later models. The estimates can be
improved in IBM Model 2, passed on to IBM Model 3 and so on. We will
continue to briefly describe the core idea of these models, but refer the reader
to the aforementioned paper for further reading.

IBM Model 1 and 2 are zero-order models, since they do not take any
decision from surrounding words into account. The alignments are lim-
ited to single word correspondences that are source position-dependent,
i.e. A := aJ1 = a1 . . . aj . . . aJ , an assumption which reduces the number
of possible alignments from 2I·J to IJ . IBM Model 2 is similar, but extends
its predecessor model with a source position-dependent alignment model.
In this thesis, we employ an extension of IBM Model 2 that is based on a
Hidden Markov Model (HMM). This variant is a first-order model since it
also takes the preceding alignment position into account [Vogel & Ney+ 96].

Beyond IBM Model 2, the word-to-word translation is extended by intro-
ducing the word fertility φj . With this new concept, we can allow for certain
words in one language to produce more than one word in the other. The
alignment model is computed into the other direction, and the higher-range
IBM Models mainly model the distribution of the alignment probability
further. It is interesting to note that, based on their constructions, the
IBM Models will lead to direction-dependent alignments, i.e. the alignments
will differ when we interchange source and target. In practice, alignments
for both language directions will be computed and then merged with some
heuristic.

3.3 Bilingual Phrase Pairs

We introduced the translation models as given in [Brown & Della Pietra+ 93]
to familiarize the reader with the concepts of alignments. While the align-
ments of a corpus are typically still computed with the IBM Models, the
actual translation method of current state-of-the-art decoders differs. Even
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(a) Alignment example for an Ital-
ian sentence and its English transla-
tion. Each circle in the matrix repre-
sents a possible word-to-word corre-
spondence, each square represents an
actual assignment.
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(b) Example of a valid lexical phrase
defined by Equation 3.12
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(c) Example of a phrase considered
invalid by Equation 3.12
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(d) Example of a hierarchical phrase
as defined by Equation 3.15

Figure 3.1: Visualisation of an alignment, of valid and invalid lexical phrases
and hierarchical phrases
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the more sophisticated IBM Models conduct the actual translation only on
a word basis, i.e. p(fj |ei). With this approach, local context information
cannot be taken into account. This is a large source of possible errors since
the language model is the only method that will check several consecutive
words and their relation towards each other.

Consider for example the German word “Kater”, a homonym which can
mean both “cat” or “hangover” in English. If through context we can derive
that the “Kater” is purring (and given that the narrator is not in a partic-
ularly metaphorical mood), we might conclude that the German sentence
is talking about animals rather than delayed, alcohol-induced headache. In
this section, we are looking at concepts that attempt to find larger blocks
of source and target words within the sentence.

3.3.1 Lexical Phrases

In [Och & Tillmann+ 99, Zens & Och+ 02, Koehn & Och+ 03], the word-
based translation approach was extended towards the more versatile ap-
proach of Phrase-based Translation (PBT). A valid phrase pair consists of
contiguous words in both languages that share at least one alignment point.
Furthermore, we do not allow alignment points from outside one phrase to
be inside the phrase of the other language. The set BP of valid bilingual
phrases is defined as:

BP(fJ1 , e
I
1,A) :=

{〈f j2j1 , ei2i1〉 | j1, j2, i1, i2 so that

∀(j, i) ∈ A : (j1 ≤ j ≤ j2 ⇔ i1 ≤ i ≤ i2)
∧∃(j, i) ∈ A : (j1 ≤ j ≤ j2 ∧ i1 ≤ i ≤ i2)

}
.

(3.12)

For a sample alignment as in Figure 3.1(a), one example for a valid phrase
is given in Figure 3.1(b) since no alignment position violates Equation 3.12,
and 3.1(c) represents an invalid phrase since “piatto” is within the Italian
phrase but aligned to “meal” which is outside the English phrase. We refer
to the valid phrases as lexical phrases. With such phrases, we will be able
to take local context information into account.

While this is certainly a step into the right direction, there are many phe-
nomena in natural languages that still render this approach unsatisfactory.
Take for example the German phrase “Ich stimme dem Antrag zu”, which
is translated into English as “I agree with this proposal”. Problematic here
is that the German verb “zustimmen”, meaning “agree”, is split into the
stem verb “stimmen” and its prefix “zu”. The verb thus frames the object
of the sentence, “dem Antrag”, and the smallest phrase that contains both
parts of the verbs would be 〈stimme dem Antrag zu, agree to this proposal〉.
This is of course a valid translation, but if this is the only phrase pair that
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includes the verb, then Germans could never agree to anything else than
this particular proposal.

If we allow phrases to contain gaps, we can model this example better.
Extending a phrase with gaps that serve as place-holders for smaller phrases
requires some formal definition first, and for this we start with a Context
Free Grammar (CFG) as defined in [Chomsky 56].

3.3.2 Synchronous Context Free Grammar

Standardally, we can define a context free grammar as follows: let Σ be a set
of terminals (i.e. words), N be a finite set of non-terminals that are disjunct
from Σ, and let S ∈ N be its start symbol. Let R be a set of production
rules with R ⊂ N×(Σ∪N)?. We can then denote our CFG with the 4-tuple
(N,Σ, R, S).

We use the symbol “→” within a rule and the symbol “⇒” within a
single derivation. For example, let A be a non-terminal A ∈ N and let
α, β and γ be arbitrary succession of terminal and non-terminal symbols
α, β, γ ∈ (Σ ∪ N)?. Then, a rule r could look like r = A → β ∈ R.
Furthermore, we could derive αβγ from αAγ by using rule r and would
denote this as αAγ ⇒ αβγ. The reflexive and transitive closure of ⇒ is
denoted as

∗⇒.

We can use CFGs to produce monolingual strings with gaps in between
that can be filled with smaller phrases. For translation task at hand, how-
ever, we need to model two languages at once. For this, we make use of a
Synchronous Context Free Grammar (SCFG), an extension to a CFG pre-
sented in [Lewis II & Stearns 68]. The grammar was originally intended to
formalize a compiler translation, but it can be applied to MT rather easily.

For the target side, we introduce an additional alphabet Γ, and further
distinguish between the source non-terminal alphabet Nf and the target
non-terminal alphabet Ne. The right hand side of the rules is a 3-tuple
(α, β,∼ ) with α ∈ (Σ ∪ Nf )? and β ∈ (Γ ∪ Ne)

?. The symbol ∼ denotes
a one-to-one correspondence between the non-terminals of the string over
the alphabet Σ and the string over the alphabet Γ. A derivation is now
defined over pairs of strings, where each non-terminal substitution occurs in
a synchronous way on both strings, as governed by the ∼ correspondence.

With the SCFG, we now have all the tools ready to formalize phrase
pairs with gaps, which are commonly called hierarchical phrases.

3.3.3 Hierarchical Phrases

A hierarchical phrase is a lexical phrase where smaller lexical phrases con-
tained therein have been cut out and replaced by a place-holding variable
[Chiang 05]. We denote F as the alphabet in the source language and E
as the alphabet in the target language. Nf and Ne will denote the sets of
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non-terminals that are disjoint with both F and E . Note that F and E are
not necessarily disjoint. For example, names of certain places or persons are
likely to be similar for many languages.

A hierarchical phrase then has the form

(A,B)→ 〈α, β,∼ 〉 (3.13)

with A ∈ Nf , B ∈ Ne, α ∈ (F ∪ Nf )+, β ∈ (E ∪ Ne)
+. Further, ∼ is a

one-to-one relation between the non-terminals in α and β, in which case we
enforce the non-terminals to consist of the same symbol.

The example shown in Figure 3.1(d) would be denoted as

(A,B)→ 〈A order a A meal, B ordinato B per bambini ,
{

(0, 0), (3, 2)
}〉 ,

where the indexes in the definition of ∼ refer to positions in the source and
target phrases, i.e. (0,0) means that the index of the non-terminal A is the
first symbol in both phrases, while the non-terminal B is the fourth symbol
in the Italian phrase and the third in the English phrase. We will write the
rules in a more compact notation by specifying the ∼ relation between the
non terminals directly in the right-hand side of the rule, as a super index of
the non-terminals. The previous rule will be written as

(A,B)→ 〈A∼0 order a A∼1 meal, B∼0 ordinato un piatto B∼1〉 .
Non-terminals having the same super index are bound via the ∼ relation.

We denote the set of hierarchical rules that contain n non-terminals in
the source and target string with Hn. H0 is defined directly, while Hn is
defined recursively:

H0(f
J
1 , e

I
1,A) =

{
(A,B)→〈f j2j1 , ei2i1)〉 | j1, j2, i1, i2 so that

∀(j, i) ∈ A : (j1 ≤ j ≤ j2 ⇔ i1 ≤ i ≤ i2)

∧∃(j, i) ∈ A : (j1 ≤ j ≤ j2 ∧ i1 ≤ i ≤ i2)
}
.

(3.14)

Let α and β be strings with possible gaps in the source language, i.e. α, β ∈
(F ∪Nf )?, and let γ and δ be strings with possible gaps in the target lan-
guage, i.e. δ, γ ∈ (E ∪Ne)

?. Then, the recursive definition for Hn is

Hn(fJ1 , e
I
1,A) =

{
(A,B)→ 〈αA∼nβ, δB∼nγ〉 | j1, j2, i1, i2 : j1 ≤ j2 ∧ i1 ≤ i2

(
(A,B)→ 〈αf j2j1 β, δei2i1γ〉 ∈ Hn−1(fJ1 , eI1,A)

∧(A,B)→ 〈f j2j1 , ei2i1〉 ∈ H0(f
J
1 , e

I
1,A)

)}
.

(3.15)
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The set of hierarchical phrase pairs extracted from a corpus is the union
of the hierarchical phrases extracted from each of its sentence pairs. We will
denote this set as H. As is common practice, n is set to 2, which simplifies
the decoder implementation [Chiang 05].

We have now arrived at the quite versatile concept of phrases that can
be filled with other phrases. Note that we are also able to model reordering
of larger chunks, e.g. whenever the order of the super index is reversed for
two non-terminals. However, before we review the actual decoding step, let
us step back from the mathematics of these phrases and look at them again
from an intuitive point of view.

First, we note that the indexes which limit the lexical phrases are not lin-
guistically justified boundaries. They are derived from automatically gener-
ated word alignments, and while some of them might coincide with e.g. noun
phrases, the large proportion will seem arbitrary with respect to common
grammatical concepts. Moreover, if we encounter a sentence pair with a
monotone alignment, we will extract a huge number of bilingual phrases, but
we probably will not need most of them. Maybe we should penalize those
phrases that do not correspond to meaningful sub-phrases, an approach that
we will elaborate more in Section 5.2.

A second observation is that the non-terminals are generic and are treated
as equal for every other phrase. However, it might be a bad idea to fill a
gap derived from a verb phrase with a noun phrase during decoding. In
Section 5.3, we will review this problem more in detail.

3.4 Decoding in Hierarchical Machine Translation

In this section, we will describe the decoding step of the Hierarchical Phrase-
based Machine Translation (HPBT), i.e. the search for the best translation
by means of hierarchical phrases. It is not the main focus of this work, which
is why we will keep this section rather short.

The hierarchical phrases are based on SCFGs (see Section 3.3.2), and
we employ a monolingual parser that tries to generate our source sentence
based on H, and generate the target sentence afterwards. More precisely,
for each possible derivation in the source language we simultaneously build
a derivation tree in the target language, and the yield of that tree will
be one possible hypothesis. For the parsing of the source sentence, we
can make use of the well-known Cocke-Younger-Kasami (CYK) algorithm
[Cocke 69, Younger 67, Kasami 65] as a starting point, but use the refined
version Cocke-Younger-Kasami+ (CYK+) [Chappelier & Rajman 98] since
it does not require the grammar to be in Chomsky normal form.

In order to produce translations, we need to make some adjustments.
Both algorithms are directed at parsing, i.e. they decide whether a string can
be produced by a given grammar, which is not exactly what we are looking
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for in the translation task. Even if we cannot parse the entire source string,
e.g. because we encounter previously unseen words like city names, we still
want the best possible translation that we can derive. It should also be noted
that some models are computed beyond the level of one hierarchical phrase.
For example, the language model works on n− 1 predecessor words for each
word in the target sentence, and it happens quite frequently that these words
are contained within another rule derived elsewhere, or are even not yet
translated at all. For an in-depth comparison of various decoding approaches
to hierarchical machine translation, we refer the reader to [Vilar 12].

3.5 Log-Linear Model

In Equation 3.3, we split the a-posteriori translation probability into a lan-
guage model and a translation model. While mathematically correct, this
approach suffers from the inconvenience that we cannot easily add more
than these two knowledge-sources into the equation. In [Och & Ney 02],
the mathematical foundation of SMT was extended by a log-linear model,
where we model the a-posteriori probability directly:

p(eI1|fJ1 ) =
exp

(∑M
m=1 λmhm(fJ1 , e

I
1)
)

∑
ẽI1

exp
(∑M

m=1 λmhm(fJ1 , ẽ
I
1)
) . (3.16)

The hm(fJ1 , e
I
1) in Equation 3.16 constitute a set of M different feature

functions, each of which has an associated scaling factor λm. In this model,
the inclusion of new models can be carried out by designing new feature
functions. The structure of the model assures that we always stay in a
correct mathematical formulation.

The denominator in Equation 3.16 is a normalization factor which is
again independent of the translation eI1 and can thus also be omitted. The
resulting decision rule is:

fJ1 → êÎ1
(
fJ1
)

= argmax
eI1

{
p(eI1|fJ1 )

}
(3.17)

= argmax
eI1





exp
(∑M

m=1 λmhm(fJ1 , e
I
1)
)

∑
ẽI1

exp
(∑M

m=1 λmhm(fJ1 , ẽ
I
1)
)



 (3.18)

= argmax
eI1





∑M
m=1 λmhm(fJ1 , e

I
1)

∑
ẽI1

(∑M
m=1 λmhm(fJ1 , ẽ

I
1)
)



 (3.19)

= argmax
eI1

{
M∑

m=1

λmhm(fJ1 , e
I
1)

}
(3.20)
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Figure 3.2: Illustration of the log-linear translation model. An arbitrary
number of feature functions can be used in this approach.

The log-linear approach can be considered a generalization of Bayes’
approach, i.e. we are able to include the language model and the translation
model as before into the equation, but are also able to include a variety of
other and possibly more complex models, and some of them will be discussed
throughout this thesis. The architecture of a system using this approach is
shown in Figure 3.2.

3.6 Optimization

Equation 3.20 introduces a scaling factor λm for each feature function. We
want to assign those weights to the various models that result in the best
translation performance on a held-out development set. Before we can re-
view this optimization step, we need to define a quality measure for a hy-
pothesis first. Human evaluation is too time-consuming and expensive to
be used for system training, so we are looking for some automatic measures
instead. These methods compare the hypothesis using the reference with
some matching algorithm, and their correlation to actual human judgement
is mostly considered to be satisfactory.
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3.6.1 Error Measures and Scores

Possible error measures in SMT are the following:

WER The Word Error Rate (WER) is computed as the Levenshtein dis-
tance [Levenshtein 66] between a translation and a reference transla-
tion: the minimum number of required insertions, substitutions and
deletions to match the two sentences will be divided by the reference
length. Nowadays, the WER is hardly ever used as a main error mea-
sure since it is quite strict on the order of the words within a system.

PER The Position-Independent Word Error Rate (PER) is computed sim-
ilar to the WER, but does not take the word position into account.
This error measure thus is computed as the percentage of the words
correctly translated, based on the reference.

TER The Translation Edit Rate (TER) as defined in [Snover & Dorr+ 06]
is also derived from the WER, but allows for shifts of word blocks.
It is a good trade-off between the order strictness of the WER and
the order sloppiness of the PER and is one of the most common error
measures used in the MT community.

BLEU The BiLingual Evaluation Understudy (BLEU) is computed as the
n-gram precision of the hypothesis and its reference. It was described
in [Papineni & Roukos+ 02]. Since a precision-based criterion tends to
reward conservative output too much, a brevity penalty is also included
so that short sentences still obtain bad scores. While not an error
measure per se since good translations are rewarded with high scores,
we use 1−BLEU internally but present BLEU in our experiments.

In this work, we are going to use the BLEU and the TER as qual-
ity measures, the current state-of-the-art in many international evaluation
campaigns.

3.6.2 Minimum Error Rate Training

Now that we have defined quality measures for translation, we search for
the best scaling factors that maximize the translation quality. This section
will go a bit more into detail since many different techniques presented here
are implemented in our open source toolkit Jane as presented in the next
chapter. Much of this work was carried out as co-joint work with Markus
Freitag.

We note that the error measures are neither linear functions nor dif-
ferentiable with respect to λ, and we cannot use a gradient optimization
method. However, there are some well-studied algorithms for gradient-
free parameter optimization, e.g. the Downhill-Simplex method invented
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Figure 3.3: Calculation of intersection points in Och’s MERT algorithm.
Figure (a) shows the 3-best list for one sentence and has three intersection
points, of which only i′ and i′′ result in a change of the selected best sentence.
Figure (b) shows the 2-best list of another sentence. Its intersection point
will be added to the list of relevant intersection points.

by [Nelder & Mead 65] or Powell’s algorithm [Fletcher & Powell 63]. In our
work, we use the method described in [Och 03]. We will denote it as Och’s
method, although in the literature this method is usually called “Minimum
Error Rate Training”. However, we find the term misleading since all the
above optimization methods are computed with the goal of finding the min-
imal error.

Och’s method is derived from Powell’s algorithm. It works the output of
a set of n-best hypotheses in a single decoder run and optimizes one scaling
factor at a time, in a random order. The method exploits the fact that
when changing only one scaling factor λk and keeping the others fixed, the
translation score f(λ) =

∑M
m=1 λmhm(eI1, f

J
1 ) of one hypothesis is a linear

function of one variable λk:

f(λk) = λkhk(e
I
1, f

J
1 ) +

M∑

m=1,m 6=k
λmhm(eI1, f

J
1 ) (3.21)

We are only interested in the best translation within the n-best list,
i.e. we only need to consider the intersection points of the upper envelope
within the linear cost functions for each sentence (cf. Figure 3.3), which can
be effectively computed by the sweep line algorithm [Bentley & Ottmann 79].
Computing the error measure for this limited set of intersection points, we
select in each iteration the scaling factor which produces the translation
with the lowest error.

The output of this form of optimization are only the optimized scaling
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factors for the current n-best list. To obtain an optimization for a larger
search space, we start different iterations of n-best list generation and op-
timization, and update the scaling factors in between. In each iteration we
merge the generated n-best lists with the one of the previous iterations and
optimize our scaling factors on this larger search space.
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4
Jane: Open Source Hierarchical Decoder

In this chapter we will discuss the implementation of the hierarchical MT sys-
tem, called Jane. It was developed from scratch at the RWTH Aachen Uni-
versity as part of this thesis and released officially in [Vilar & Stein+ 10a].
It includes all the features presented in this work, and is now freely available
for non-commercial applications.

We will go through the main features of Jane, which include support
for different search strategies, different language model formats, additional
reordering models, extended lexicon models, different methods for mini-
mum error rate training and distributed operation on a computer cluster.
The syntactic methods, i.e. support for syntax-based enhancements to the
hierarchical phrase-based machine translation paradigm as well as string-to-
dependency translation, will only be briefly mentioned here, but are analyzed
in more detail in Chapter 5. Results on four current MT tasks are reported,
which show the system is able to obtain state-of-the-art performance on a
variety of tasks.

This chapter is organized as follows: after an overview of the imple-
mentation in Section 4.1, Section 4.2 describes the core functionality of the
toolkit, including parallelization capabilities. Section 4.3 introduces and de-
scribes advanced models for the translation system. Section 4.4 emphasizes
the modular design of the code. In Section 4.5, Jane is compared to Joshua
[Li & Callison-Burch+ 09], a decoder similar to our own, and the systems
are measured in terms of translation performance and speed. The chapter
is concluded in Section 4.6.

4.1 Implementation Overview

With Jane, we introduced a new open source toolkit for hierarchical phrase-
based translation to the scientific community, free for non-commercial use.
RWTH Aachen University has been developing this tool during the last few
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years and it was used successfully in numerous MT evaluations, including
NIST1, WMT2 and Quaero3 among others. It is developed in C++ with
special attention to clean code, extensibility and efficiency.

Apart from the core algorithms, Jane implements many features pre-
sented in previous work developed both at RWTH Aachen University and
other groups. In this chapter, we give an overview of the main features of
the toolkit. References to relevant previous publications will be provided in
the text as we discuss the different methods. We also discuss new exten-
sions to the hierarchical model. Among them is an additional reordering
model inspired by the distance-based reorderings widely used in phrase-
based translation systems and another one comprises two extended lexicon
models which further improve translation performance. We present experi-
mental results for these methods on a variety of tasks.

4.2 Core Functionality

The preparation of a translation system normally involves four separate
steps. First, the training corpus must be word-aligned (cf. Section 3.2.2).
Well-established open-source programs exist for this (e.g. GIZA++ as de-
scribed in [Och & Ney 03a]) and thus, no tools for this task are included in
the Jane toolkit. In a second step, we have to extract the phrase pairs from
the word-aligned parallel sentences, as discussed in Section 3.3.3. With the
resulting phrase table, translations may be produced in a generation phase,
as described briefly in Section 3.4. To obtain the best quality, however, some
additional free parameters of the model have to be adjusted. As mentioned
in Section 3.6.2, this is typically done by optimizing a quality measure on a
held-out set of data, usually taken from the same domain as the sentences
to be translated.

In this section, we will give an overview of how these steps are imple-
mented in Jane. We will not go into full detail for previously published
algorithms and methods, but refer to the given literature instead.

4.2.1 Extraction

The extraction of hierarchical phrases follows a two-step procedure. First,
a set of initial phrases is extracted, as defined for the standard phrase-
based approach (Eqn. 3.12). If a phrase is contained in a bigger phrase, the
former is suppressed and a gap is created, producing a hierarchical phrase
(Eqn. 3.15). This process is iterated until the desired maximum amount
of gaps is produced. Probabilities for the phrases are computed as relative

1http://www.nist.gov/itl/iad/mig/mt.cfm
2http://www.statmt.org/
3http://www.quaero.org
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Figure 4.1: Workflow of the extraction procedure

frequencies. In order to reduce the size of the phrase table, Jane usually
filters the extracted phrases to those needed for the translation of a given
set of sentences.

Figure 4.1 shows a schematic representation of the extraction process.
In a first pass we extract the bilingual phrases that are necessary for trans-
lating the given corpus. For normalization, two marginal counts are needed,
since we would like to compute the relative frequencies for each side: the
source marginals can be computed at the same time the phrases are ex-
tracted, whereas the target marginals are computed in a second pass, once
the phrases have been extracted and the set of needed target marginals is
known. By doing so, we can keep the size of the resulting files reasonable.

For parallelization the corpus is split into chunks, the granularity be-
ing user-controlled. Each of the necessary steps (count collection, marginal
computation and count normalization) are then sent to separate nodes in a
computer cluster. This operation, as well as the combination of the results,
all happen automatically.

At extraction time, other information in addition to the relative frequen-
cies can be produced. They may consist of features that can be computed
at phrase-level, or they may consist of information that will be used in more
complex models during generation. Currently implemented features include
lexical smoothing based on IBM model 1, word and phrase penalties, binary
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count features, phrase length ratios, Fisher’s significance and various bi-
nary features for sub-classes of hierarchical phrases. Additional information
that can be appended to the phrase table entries include word alignment of
the extracted phrases, dependency information, syntactic label information,
number and position of unaligned words that were included in the phrase,
internal gap size or part-of-speech information. Several of these entries are
needed for the advanced models described in Section 4.3 and the syntactic
models in Chapter 5. The implementation design allows easy integration of
further custom information.

4.2.2 Generation

Once the extraction process is completed, we can start the actual trans-
lation procedure. Possible translations of a given source sentence are pro-
duced and scored using a probabilistic model, and the one with the highest
probability will then be selected as the result (Eqn. 3.20). This search
for the best-scoring translation proceeds in two steps. First, a monolin-
gual parsing of the input sentence is carried out using the CYK+ algorithm
[Chappelier & Rajman 98], a generalization of the CYK algorithm which
relaxes the requirement for the grammar to be in Chomsky normal form.
From the CYK+ chart we extract a hypergraph representing the parsing
space (cf. Section 3.4).

In a second step the translations are generated, computing the language
model scores in an integrated fashion. Both the cube pruning and cube
growing algorithms [Huang & Chiang 07] are implemented. For the latter
case, the extensions concerning the language model heuristics described in
[Vilar & Ney 09] have also been included.

The translation process can be parallelized in a computer cluster. A
series of jobs is started, the first one being the master job controlling the
whole translation process. The sentences to be translated are submitted
to the different computers in a dynamic fashion: when one computer has
finished a translation, it notifies the master node and then receives the next
sentence to translate. In order to better balance the load, longer sentences
are the first ones sent to translate (while memorizing the target-language
sentence order for reconstruction).

The same client-server infrastructure used for parallel translation may
also be reused for interactive systems. Although no code in this direction
is provided, one would only need to implement a corresponding front-end
which communicates with the translation server, which may also be located
on another machine.
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Language Models

As described in Section 3.2.1, a language model is the a-priori probability
distribution Pr(eI1) over a string eI1, which in practice is typically restricted
to n-grams rather than the whole sentence. Jane can handle four formats
for n-gram language models: ARPA format, SRI binary format, randomized
LMs and an in-house format. They differ mainly in their efficiency, both in
terms of memory consumption and loading time.

The ARPA format for language models is supported using the SRI toolkit
[Stolcke 02]. This format is the de-facto standard nowadays for storing lan-
guage models. It is a plain-text based format and thus not especially opti-
mized for machine operation. The SRI binary format, on the other hand,
allows for a more efficient language model storage, which reduces loading
time. We can take advantage of this characteristic in order to reduce mem-
ory consumption by reloading the LM for each sentence to translate, filtering
out the n-grams that will not be needed for scoring the possible translations.
The randomized LMs as described in [Talbot & Osborne 07] are a memory-
efficient alternative, but come at the cost of a loss in accuracy. In particular
the probability for unseen n-grams may be overestimated. We use the open
source code made available by the authors of that paper. Jane’s in-house
format is also memory-efficient, as it loads the required n-grams on-demand.
However, this produces an increase in hard-disk accesses and thus the run-
ning time is increased. This format is implemented using the same internal
prefix-tree implementation applied for phrase storage (see Section 4.4).

Several language models, also of mixed formats, can be used in parallel
during translation. Their scores are combined in the log-linear framework.

4.2.3 Optimization Methods

Two main methods for minimum error rate training (cf. Section 3.6.2) are
included in Jane. The first one is the procedure described in [Och 03], which
has become a standard in the MT community. The second one is the MIRA
algorithm, first applied for MT in [Chiang & Knight+ 09]. This algorithm
is more adequate when the number of parameters to optimize is large. We
use in-house implementations of both methods. Implemented is also the
SPSA algorithm as described in [Spall & Member 92], first applied to MT
in [Lambert & Banchs 06]. The optimization process also benefits from the
parallelized translation operation (cf. Section 4.2.2). Additionally, for the
minimum error rate training methods, random restarts may be performed
on different computers in a parallel fashion (cf. also [Moore & Quirk 08]).
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4.3 Advanced Models

In this section, we describe two additional models that go beyond a baseline
hierarchical phrase-based system.

4.3.1 Additional Reordering Models

In the standard formulation of the hierarchical phrase-based translation
model two additional rules are added:

S → 〈S∼0X∼1, S∼0X∼1〉
S → 〈X∼0, X∼0〉 (4.1)

This allows for a monotonic concatenation of phrases, very much in the
way monotonic phrase-based translation is carried out. It is a well-known
fact that for phrase-based translation, the use of additional reordering mod-
els is a key component, essential for achieving good translation quality
(e.g. [Zens & Ney 06, Koehn & Arun+ 08]). In the hierarchical model, the
reordering is already integrated in the translation formalism, but there are
still cases where the required reorderings are not captured by the hierarchical
phrases alone.

The flexibility of the grammar formalism allows us to add additional
reordering models without the need to explicitly modify the code for sup-
porting them. The most straightforward example would be to include the
ITG-Reorderings [Wu 97] by adding the following rule:

S → 〈S∼0S∼1, S∼1S∼0〉 (4.2)

We can also model other reordering constraints. As an example, phrase-
level IBM reordering constraints with a window length of 1 can be included
substituting the rules in Equation (4.1) with following rules:

S → 〈M∼0,M∼0〉
S → 〈M∼0S∼1,M∼0S∼1〉
S → 〈B∼0M∼1,M∼1B∼0〉
M → 〈X∼0, X∼0〉
M → 〈M∼0X∼1,M∼0X∼1〉
B → 〈X∼0, X∼0〉
B → 〈B∼0X∼1, B∼0X∼1〉

(4.3)

In these rules we have added two additional non-terminals. The M non-
terminal denotes a monotonic block and the B non-terminal a “back jump”.
Actually both of them represent monotonic translations and the grammar
could be simplified by using only one of them. Separating them allows for
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Table 4.1: Results for the additional reorderings on the Europarl German-
English data. BLEU and TER results are in percentage.

dev test
System BLEU TER BLEU TER

Jane baseline 24.2 59.5 25.4 57.4
+ reordering 25.2 58.2 26.5 56.1

more flexibility, e.g. when restricting the jump width, where we only have to
restrict the maximum span width of the non-terminal B. These rules can be
generalized for other reordering constraints or window lengths. Additionally
distance-based costs can be computed for these reorderings.

We tried this approach on the German-English language pair, for the
Europarl task as defined in the Quaero project. The setting is very similar
to the WMT evaluations. The results are shown in Table 4.1. As can be
seen from these results, the additional reorderings obtain nearly 1% absolute
improvement both in BLEU and TER scores.

4.3.2 Extended Lexicon Models

We enriched Jane with the ability to score hypotheses with discriminative
and trigger-based lexicon models that use global source sentence context
and are capable of predicting context-specific target words. This approach
has recently been shown to improve the translation results of conventional
phrase-based systems. In this section, we briefly review the basic aspects of
these extended lexicon models. They are similar to [Mauser & Hasan+ 09],
and we refer the reader there for a more detailed exposition on the training
procedures and results in conventional phrase-based decoding.

Discriminative Word Lexicon

The first of the two lexicon models is denoted as a discriminative word
lexicon (DWL) and acts as a statistical classifier that decides whether a word
from the target vocabulary should be included in a translation hypothesis.
For that purpose, it considers all the words from the source sentence, but
does not take any position information into account, i.e. it operates on sets,
not on sequences or even trees. The probability of a word being part of
the target sentence, given a set of source words, is decomposed into binary
features, one for each source vocabulary entry. These binary features are
combined in a log-linear fashion with corresponding feature weights. The
discriminative word lexicon is trained independently for each target word
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using the L-BFGS [Byrd & Lu+ 95] algorithm. For regularization, Gaussian
priors are utilized.

Let VF be the source vocabulary and VE be the target vocabulary. Then,
we represent the source side as a bag of words by employing a count vector
F = (. . . , Ff , . . . ) of dimension |VF |, and the target side as a set of words
by employing a binary vector E = (. . . , Ee, . . . ) of dimension |VE |. Note
that Ff is a count and Ee is a bit. The model estimates the probability
p(E|F), i.e. that the target sentence consists of a set of target words given
a bag of source words. For that purpose, individual models p(Ee|F) are
trained for each target word e ∈ VE (i.e. target word e should be included
in the sentence, or not), which decomposes the problem into many separate
two-class classification problems in the way shown in Equation (4.4).

p(E|F) =
∏

e∈VE
p(Ee|F) (4.4)

Each of the individual classifiers is modeled as a log-linear model:

p(Ee|F) =
eg(Ee,F)

∑
Ẽe∈{0,1}

eg(Ẽe,F)
(4.5)

with the function:

g(Ee,F) = Eeλe +
∑

f∈VF
EeFfλef , (4.6)

where the λef represent lexical weights and the λe are prior weights.

Triplet Lexicon

The second lexicon model we employ in Jane, the triplet lexicon model,
is in many aspects related to IBM model 1, but extends it with an addi-
tional word in the conditioning part of the lexical probabilities. This intro-
duces a better way of modelling long-range dependencies in the data. Like
IBM model 1, the triplets are trained iteratively with the EM algorithm
[Hasan & Ganitkevitch+ 08]. Jane implements the inverse triplet model
p(e|f, f ′).

The triplet lexicon model score t(·) of the application of a ruleX → 〈α, β〉
where 〈α, β〉 is a bilingual phrase pair that may contain symbols from the
non-terminal set is computed as:

t(α, β, fJ0 ) = −
∑

e

log


 2

J · (J + 1)

∑

j

∑

j′>j

p(e|fj , fj′)


 (4.7)

with e ranging over all terminal symbols in the target part β of the rule.
The second sum selects all words from the source sentence fJ0 (including the
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empty word that is denoted as f0 here). The third sum incorporates the rest
of the source sentence to the right of the first triggering word. The order of
the triggers is not relevant because per definition p(e|f, f ′) = p(e|f ′, f), i.e.
the model is symmetric. Non-terminals in β have to be skipped when the
rule is scored.

In Jane, we also implemented scoring for a variant of the triplet lexicon
model called the path-constrained (or path-aligned) triplet model. The char-
acteristic of path-constrained triplets is that the first trigger f is restricted
to the aligned target word e. The second trigger f ′ is allowed to move along
the whole remaining source sentence. To be able to apply the model in
search, Jane has to be run with a phrase table that contains word alignment
for each phrase, with the exception of phrases which are composed purely
of non-terminals (e.g. glue rules). Jane’s phrase extraction can optionally
supply this information from the training data.

[Hasan & Ganitkevitch+ 08] and [Hasan & Ney 09] employ similar tech-
niques and provide some more discussion on the path-aligned variant of the
model and other possible restrictions. Table 4.2 shows the results for the
French-English language pair of the Europarl task. On this task the ex-
tended lexicon models yield an improvement over the baseline system of
0.9% absolute (2.8% rel.) in BLEU and 0.9% absolute (1.8% rel.) in TER
on the test set.

Table 4.2: Results for the extended lexicon models on the French-English
task. BLEU and TER results are in percentage.

dev test

BLEU TER BLEU TER

Baseline 30.0 52.6 31.1 50.0

DWL 30.4 52.2 31.4 49.6

Triplets 30.4 52.0 31.7 49.4

path-constrained Triplets 30.3 52.1 31.6 49.3

DWL + Triplets 30.7 52.0 32.0 49.1

DWL + path-constrained Triplets 30.8 51.7 31.6 49.3

We also show results on the Arabic-English NIST’08 task, using the
NIST’06 set as development set. It has been reported in other work that
the hierarchical system is not competitive with a phrase-based system for
this language pair [Birch & Blunsom+ 09, Almaghout & Jiang+ 11]. We re-
port the figures of our state-of-the-art phrase-based system as comparison
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(denoted as PBT), in Table 4.3. The baseline Jane system is indeed 0.6%
absolute worse (1.4% rel.) in BLEU and 1.0% absolute (2.0% rel.) worse in
TER than the baseline PBT system. When we include the extended lexicon
models we see that the difference in performance is reduced. For Jane the
extended lexicon models give an improvement of up to 1.9% absolute (4.3%
rel.) in BLEU and 1.7% absolute (3.2% rel.) in TER, respectively, bringing
the system on par with the PBT system extended with the same lexicon
models, and obtaining an even slightly better BLEU score.

Table 4.3: Results for the extended lexicon models for the Arabic-English
task. BLEU and TER results are in percentage.

test (MT’08)

Jane PBT

BLEU TER BLEU TER

Baseline 44.1 50.1 44.7 49.1

DWL 45.6 48.4 45.6 48.4

Triplets 45.3 48.8 44.9 49.0

path-constrained Triplets 44.9 49.3 45.3 48.7

DWL + Triplets 45.3 48.6 45.5 48.5

DWL + path-constrained Triplets 46.0 48.5 45.8 48.3

4.4 Extensibility

One of the goals when implementing the toolkit was to make it easy to ex-
tend it with new features. For this, an abstract class was created which
we call a secondary model. New models need only to be derived from this
class and implement the abstract methods for data reading and costs com-
putation. This allows for an encapsulation of the computations, which can
be activated and deactivated on demand. The models described in Sec-
tions 4.3.1 and 4.3.2, as well as some of the upcoming models in Chapter 5,
are implemented in this way. We thus try to achieve loose coupling in the
implementation, i.e. a system where each of its components has little or no
knowledge of the definitions of other separate components.

In addition, a flexible prefix tree implementation with on-demand loading
capabilities is included as part of the code. This class has been used for
implementing the loading of phrases in the spirit of [Zens & Ney 07a] and the
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Figure 4.2: Implementation of a node in the prefix tree. The si denote the
indexes of the successors of a node.

n-gram format described in Section 4.2.2, in addition to some intermediate
steps in the phrase extraction process. The code may also be reused in other,
independent projects.

The implementation of the data structure representing a node of the tree
is depicted in Figure 4.2. The structure holds a data field, which in our case
will be the set of translations for the given phrase. Conceptually, a list holds
the labels of the arc connecting the successor nodes and a parallel list holds
pointers to the corresponding nodes. In the actual implementation this may
vary, e.g. by using vectors with implicit indexes.

If we want to store this structure in secondary memory for efficiency
reasons, the pointers will be addresses on the disk. When loading the struc-
ture from disk we read it “as-is”, but marking the pointers as still being on
secondary storage. If we need to follow a pointer, the corresponding node is
loaded from disk and the pointer gets overwritten with an address in main
memory.

4.5 Comparison with Joshua

As mentioned at the beginning of this chapter, Joshua is the most similar
decoder to our own. It was developed in parallel at the Johns Hopkins
University and it is currently used by a number of groups around the world.

Jane was started separately and independently. In their basic working
mode, both systems implement parsing using a synchronous grammar and
include language model information. Each of the projects then progressed
independently, most of the features described in Section 4.3 being only avail-
able in Jane.

Efficiency is one of the points where we think Jane outperforms Joshua.
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Table 4.4: Speed comparison Jane vs. Joshua, measured in translated words
per second.

System words/sec

Joshua 11.6
Jane cube prune 15.9
Jane cube grow 60.3

One of the reasons might well be the fact that it is written in C++ while
Joshua is written in Java. In order to compare running times we auto-
matically converted a grammar extracted by Jane to Joshua’s format and
adapted the parameters accordingly. To the best of our knowledge we con-
figured both decoders to perform the same task (cube pruning, 300-best
generation, same pruning parameters). The results were equal except for
some minor differences like e.g. the handling of the OOVs.

We tried this setup on the IWSLT’08 Arabic to English translation task.
The speed results can be seen in Table 4.4. Jane operating with cube prune
is nearly 50% faster than Joshua, at the same level of translation perfor-
mance. If we switch to cube grow, the speed difference is even bigger, with
a speedup of nearly 4 times. However this usually comes with a penalty in
BLEU score, which based on our experience is commonly below 0.5% BLEU
for most tasks. This increased speed can be specially interesting for ap-
plications like interactive machine translation or online translation services
(cf. [Zens & Ney 07b]), where the response time is critical and sometimes
even more important than a small and often hardly noticeable loss in trans-
lation quality.

Another important point concerning efficiency is the startup time. Thanks
to the binary format described in Section 4.4, there is virtually no delay in
the loading of the phrase table in Jane, and only a small delay for some of
the supported language models.

For comparison of translation results, we refer to the results of the WMT
2010 evaluation shown in Figure 4.5. John Hopkins University participated
in this evaluation using Joshua, the system was trained by its original au-
thors [Schwartz 10] and thus can be considered to be fully optimized. RWTH
also participated using Jane among other systems. A detailed description
of RWTH’s submission can be found in [Heger & Wuebker+ 10]. The scores
are computed using the official euromatrix web interface for machine trans-
lation evaluation.4

As can be seen the performance of Jane and Joshua is similar, but Jane

4http://matrix.statmt.org/
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Table 4.5: Results for Jane and Joshua in the WMT 2010 evaluation cam-
paign.

Jane Joshua
BLEU TER BLEU TER

German-English 21.8 69.5 19.5 66.0
English-German 15.7 74.8 14.6 73.8
French-English 26.6 61.7 26.4 61.4
English-French 25.9 63.2 22.8 68.1

generally achieves better results in BLEU, while Joshua has an advantage
in terms of TER. Having different systems is always enriching, and par-
ticularly as system combination shows great improvements in translation
quality, having several alternative systems can only be considered a positive
situation. Also note that some of the differences in the evaluation measures
can be due to the optimization procedure (confer e.g. [He & Way 09]), which
is hard to trace for different systems.

4.6 Conclusion

Jane is a state-of-the-art hierarchical toolkit made available to the scientific
community. The system in its current state is stable and efficient enough to
handle even large-scale tasks such as the WMT and NIST evaluations, while
producing highly competitive results. The system implements the standard
hierarchical phrase-based translation approach and different extensions that
further enhance the performance of the system. Some of them, like addi-
tional reordering and lexicon models are exclusive to Jane.

In general, however, we feel that the hierarchical phrase-based trans-
lation approach still shares some shortcomings concerning lexical selection
with conventional phrase-based translation. Bilingual lexical context be-
yond the phrase boundaries is barely taken into account by the base model.
In particular, if only one generic non-terminal is used, the selection of a
sub-phrase that fills the gap of a hierarchical phrase is not affected by the
words composing the phrase it is embedded in, with the exception of the
language model score.

The extended lexicon models analyzed in Section 4.3.2 already try to
address this issue. One can consider that they complement the efforts that
are being made on a deep structural level within the hierarchical approach.
Though they are trained on surface forms only, without any syntactic infor-
mation, they still operate at a scope that exceeds the capability of common
feature sets of standard hierarchical phrase-based SMT systems.
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In the next chapter, we address the shortcoming of the hierarchical ap-
proach with syntactically motivated models.
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5
Soft Syntactic Features

Hierarchical phrase-based translation as introduced in Section 3.4 and ana-
lyzed more thoroughly in the last chapter, has proven to be one of the most
successful approaches for SMT. The approach can be considered as a formal
syntactic model, since the underlying structure is a grammar lacking linguis-
tic knowledge. Given the increasing availability of linguistic parsers for many
languages, hybrid approaches which incorporate deep syntactic knowledge
often improve the translation quality. The goal is to enforce a more fluent
grammatical structure on the output hypotheses. Various groups report im-
provement over their baseline systems with different approaches, but it is
not clear whether the benefits of the different methods are complementary
or if they rather address the same issues.

This chapter is organized as follows. After a general introduction to
syntactic parsing in Section 5.1, we will present and review three syntac-
tically motivated enhancements to the hierarchical translation system: in
Section 5.2, we start with a relatively simple model that measures how close
a translation phrase is to the yield of a given parse tree. Section 5.3 then
reviews soft syntactic labels, where the phrases are marked with syntactic
labels in an additional feature, trying to improve over the generic and thus
somewhat arbitrary non-terminal used in the hypergraph derivation. In
Section 5.4, we will present our implementation decisions on a dependency-
based language model that is able to score words that span a wider range.
We apply the models on various language pairs. The results are presented
and analyzed in Section 5.5.

The experiments in this section were supported by Stephan Peitz and
Jan-Thorsten Peter.
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5.1 Syntactic Parsing

When representing the structure of a sentence from a linguistic viewpoint,
there is the possibility to employ a phrase structure parse with represents
some nesting of multi-word constituents such as noun phrases which may
include the noun, its adjective and its article. Another way of representing
the sentence is with a dependency parse which represents dependencies be-
tween individual words, which can be either generic, or labelled when the
relation between a head and its dependent can be identified more precisely,
e.g. for modifiers or a subject relation.

We parse the English target sentences with the Stanford parser,1 which
is able to produce phrase structure parses [Klein & Manning 03] like in Fig-
ure 5.1(a). The Stanford parser also offers dependency structures as well
[de Marneffe & MacCartney+ 06], like in Figure 5.2(a).

For French as the target language, we extended Jane to include French
dependencies via the freely available Bonsai parser [Candito & Crabb+ 10],
which makes use of the Berkeley parser as described in [Petrov & Barrett+ 06].

5.2 Parse Matching

The first model that we employ is also the simplest one. Given a monolingual
sentence, be it in the source or the target language, and the associated parse
tree, we say that a lexical phrase extracted from this sentence is syntactically
valid if it corresponds to the yield of one of the nodes in the syntax tree.

With this model, we hope that we can guide the decoder to prefer phrases
that are syntactically sound rather than using arbitrary word combinations
that spread over the boundaries of syntactic constructs. Two features are
derived from this procedure. The first one measures the relative frequency
with which a given phrase does not exactly match the yield of any node. This
feature is straightforward to compute for the initial phrases. We extend this
concept to hierarchical phrases by considering them as valid if the originating
initial phrase was syntactically valid and every phrase which was suppressed
in order to generate the gaps was also syntactically valid.

In the second feature, we soften up this rather hard decision. We might
want to penalize those phrases that only miss a valid node by one word less
than those that have a bigger mismatch with the parse tree. For example, in
Figure 5.1(b), “country ruled” should be considered worse on a phrasal level
than “country ruled by laws”. The second feature thus measures the relative
distance to the next valid node, i.e. the average number of words that have
to be added or deleted to match a syntactic node, divided by the phrase
length. Hierarchical phrases are treated in a similar way as above. This

1http://nlp.stanford.edu/software/lex-parser.shtml
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China is becoming a country ruled by laws .

.NNS

NP

NN VBZ VBG DT NN

NP

NP

IN

PP

VBN

VP

VP

NP

S

VP

(a) Phrase structure parse. Labels: determiner (DT), preposi-
tion or subordinating conjunction (IN), single noun (NN), noun
plural (NNS), noun phrase (NP), prepositional phrase (PP), sim-
ple declarative clause (S), verb, gerund or present participle
(VBG), verb, past participle (VBN), verb, 3rd person singular
present (VBZ), verb phrase (VP).

China is becoming a country ruled by laws .

.NNS

NP

NN VBZ VBG DT NN

NP

NP
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PP

VBN

VP

VP

NP
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(b) Visualization for the feature criteria derived in Section 5.2
and Section 5.3. “ruled by laws” matches the yield of the noun
phrase (NP) label and would be considered valid, whereas “coun-
try ruled” would be considered invalid and matched to the single
noun (NN) label with a distance measure of .5.

Figure 5.1: Stanford phrase structure parse for the sentence “China is be-
coming a country ruled by laws.”
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In

recent

years the textile

industry

in

China

serious

difficulties

faced
prep

amod

pobj det amod

nsubj

prep

pobj

dobj

amod

(a) Dependency parse. Labels: adjectival modifier (amod), determiner (det), direct
object (dobj), nominal subject (nsubj), object of a preposition (pobj), prepositional
modifier (prep).

In industry difficulties

faced

(b) For the word “faced”, three probabilities will be computed:
pleft(faced|industry, in), phead(faced), pright(faced|difficulties).

Figure 5.2: Stanford dependency parse for the sentence “In recent years,
the textile industry in China faced serious difficulties.” and an example for
some of the resulting dependency LM probabilities.

approach is similar to the “binary” and “relative” soft syntactic features as
we described in [Vilar & Stein+ 08a].

See Figure 5.3 for an overview of the average distance to the next valid
phrase node, for the different translation directions. Chinese–English has
27% valid rules in its phrase table, and already 47% of rules that have a
word distance of one or less. For German-French, the percentages follow
a similar trend but are generally 7-10% lower than that, i.e. fewer rules
are marked valid. Among the selected language pairs, the Arabic–English
setting has the worst matching rules: only 7% of the phrases match the yield
of a node, with 20% having a word distance of one or less.

5.3 Soft Syntactic Labels

Another possibility to extend the hierarchical model and include syntax
information is to extend the set of non-terminals in the hierarchical model
from the original set of generic symbols to a more rich, syntax-oriented set.
With this, we hope to improve the syntactic structure of the output sentence.
For example, there may be rules which ensure that there is a verb in the
translation of every source verb phrase.

However, augmenting the set of non-terminals also restricts the parsing
space and thus we alter the set of possible translations. Furthermore, it
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Figure 5.3: All corpora: percentage of the distinct phrase table entries hav-
ing a phrase match word distance of value x or lower.

can happen that no parse can be found for some input sentences. To ad-
dress this issue, our extraction is extended in a similar way to the work
of [Venugopal & Zollmann+ 09]. In this model, the original generic non-
terminals A and B are not substituted, but rather the new non-terminals
are appended as additional information to the phrases and a new feature is
computed based on them. In this way the original parsing and translation
spaces are left unchanged. In contrast to the above work, where the authors
expand the set of linguistic non-terminals to include a large set of new sym-
bols, we restrict ourselves to the non-terminals that are found in the syntax
tree.

Each initial phrase is marked with the non-terminal symbol of the clos-
est matching node as described in Section 5.2. When producing hierarchical
rules, the gaps become labelled with the non-terminal symbols of the cor-
responding phrases instead of the original generic non-terminals A and B.
It is important to point out that the syntax information is extracted from
the target side only, but the substitution of the corresponding non-terminal
symbol is carried out both on the source and target sides (with the same
non-terminal on both sides).

For every rule in the grammar, we store information about the possible
non-terminals that can be substituted in place of the generic non-terminals A
and B, together with a probability for each combination of non-terminal
symbols. More formally, let S be the set of possible syntax non-terminals.
Given a rule r with n gaps, we define a probability distribution p(s|r) over
Sn+1, where s denotes a possible combination of syntax non-terminal sym-
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bols to be substituted in the rule, including the left-hand-side.

For each derivation d we compute two additional quantities. The first
one is denoted by ph(Y |d) (h for “head”) and reflects the probability that
the derivation d under consideration of the additional non-terminal symbols
has Y ∈ S as its starting symbol. This quantity is needed for computing
the probability psyn(d) that the derivation conforms to the extended set of
non-terminals.

For the exact definition of these two quantities we separate the case
where the top rule of derivation d is an initial phrase (in which case the
derivation consists only of one rule application) and the general case where
the top rule is a hierarchical one. If the top rule r of d corresponds to an
initial phrase, the probability distribution for the non-terminals for d will
be equal to the distribution of rule r, i.e. ph(s|d) = p(s|r),∀s ∈ S. Given
that only one rule has been applied, the derivation fully conforms to the
extended set of non-terminals, so in this case psyn(d) = 1.

For the general case of hierarchical rules, let d be a general derivation,
let r be the top rule and let d1, . . . , dn be the sub-derivations associated
with the application of rule r in derivation d. For determining whether the
derivation is consistent with the extended set of non-terminals we have to
consider every possible substitution of non-terminals in rule r and check the
probability of the n sub-derivations to have the corresponding non-terminals.

More formally:

psyn(d) =
∑

s∈Sn+1

(
p(s|r) ·

n+1∏

k=2

ph(s[k]|dk−1)
)
, (5.1)

where the notation [·] denotes addressing the elements of a vector. The
index shifting in the product in Equation 5.1 is due to the fact that the
first element in the vector of non-terminal substitutions is the left-hand-side
of the rule, and this has to be taken into account when multiplying with
the probabilities of the sub-derivations. Note also that although the sum is
unrestricted, most of the summands will be left out due to a zero probability
in the term p(s|r).

The probability ph is computed in a similar way, but the summation
index is restricted only to those vectors of non-terminal substitutions where
the left-hand side is the one for which we want to compute the probability.
More formally:

ph(Y |d) =
∑

s∈Sn+1:s[1]=Y

(
p(s|r) ·

n+1∏

k=2

ph(s[k]|dk−1)
)
. (5.2)
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5.4 Soft String-To-Dependency

Given a dependency tree of the target language, we are able to introduce lan-
guage models that span over longer distances than shallow n-gram language
models (see Figure 5.2(b)).

Rather than parsing the structures during decoding, we apply the Stan-
ford parser already on the training material. Here, the sentences are gen-
erally well-formed and produce no additional parser noise (on-top of errors
introduced by a potentially erroneous parser), as opposed to an n-best list
of the hypotheses. [Shen & Xu+ 08] use only phrases that meet certain
restrictions. The first possibility is what the authors called a fixed depen-
dency structure. With the exception of one word within this phrase, called
the head, no outside word may have a dependency within this phrase. Fur-
thermore, all inner words may only depend on each other or on the head.
For a second structure, called a floating dependency structure, the head
dependency word may also exist outside the phrase. More formally, let
depj denote the dependency of a word j on another word. A dependency
structure depi...j is called fixed on head h iff

• deph 6∈ [i, j]

• ∀k ∈ [i, j] ∧ k 6= h, depk ∈ [i, j]

• ∀k 6∈ [i, j], depk = h ∨ depk 6∈ [i, j]

and floating with children C for a non-empty set C ⊆ {i, . . . , j} iff

• ∃h 6∈ [i, j], s.t. ∀k ∈ C, depk = h

• ∀k ∈ [i, j] ∧ k 6∈ C, depk ∈ [i, j]

• ∀k 6∈ [i, j], depk 6∈ [i, j].

See Table 5.1 for statistics of the dependency structures based on the
phrase table size. Phrases that are marked as fixed on head only form a
very small section of the corpus, around 2.5% for Chinese–English, 2.2% for
German-French and a mere 1.6% for Arabic-English. The difference in the
language pairs extends to the phrases that are floating with children: almost
half of the phrases, 41.1% (Chinese–English), would still be considered valid
by the definition in [Shen & Xu+ 08]. This is in contrast to their findings
that valid phrases make up ≈ 20% of the phrase table, a proportion that we
only witness for Arabic-English (19.4%) and approximatively for German-
French (27.1%). Possible reasons for this are the different parsers employed
(no exact details are given in the original paper) or handling of punctuation
marks (which are not parsed by the Stanford parser). Another reason might
be that we filter the phrase table according to the test sets. This might
result in fewer “random” phrases being extracted from the training set.
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Table 5.1: All corpora: statistics for the dependency structures labelled
“fixed on head” and “floating with children” (Section 5.4), based on the
overall phrase table size. Note that our phrase tables are filtered to contain
phrases from the translation sets only.

# phrases
total fixed on head floating

Chinese–English
[Shen & Xu+ 08] 140 M 27 M (19.2%)

Chinese–English 43,367,641 1,100,432 (2.5%) 17,827,382 (41.1%)
Arabic–English 67,023,448 1,092,339 (1.6%) 13,020,791 (19.4%)
German–French 34,317,691 781,925 (2.2%) 9,310,446 (27.1%)

In our phrase table, we mark all phrases deemed valid dependency struc-
tures with a binary feature, but again do not limit the total phrase transla-
tion entry table. Additionally, we store the dependency information in our
phrase table, and further memorize for all hierarchical phrases whether the
gaps were dependent on the left or on the right side.

The approach in [Shen & Xu+ 08] relies on reconstructing the depen-
dency tree of a hypothesis at decoding time by a bottom-up approach, and
for their algorithm they rely on valid phrases only, and discard all others.
The authors note in their paper that simple filtering does not yield improve-
ments, but rather causes the results to deteriorate. It is only by employing
the language model on the resulting dependency structure that they are able
to improve significantly over the baseline.

For this reason, and also to be in line with our previous soft features,
we extended the merging step to be able to work with “invalid” phrases as
well. For this, we perform a normal bottom-up merging of the dependencies
(Algorithm 1), where we recursively process the derivations in the hyper-
nodes. Whenever we are not in a leaf, we might encounter sub-structures
that are not yet expanded and might shift the dependency positions on the
right hand-side. Thus, we keep track of the resulting offset whenever the
sub-structure is larger than 1, and compute their offset later in Algorithm 2.
The actual error handling happens in Algorithm 3. Here, we check and pe-
nalize whenever the child dependency structure filling the gap in a parent
hierarchical structure is pointing in the wrong direction, i.e. the child is
pointing to the left when the parent rule is expecting the gap to point to
the right, or vice versa (see Figure 5.4). Note that this can only happen
when the child dependency is pointing outside of its phrase (denoted by
isPointer in the algorithm).
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We include three features in our log-linear model: merging errors to
the left, merging errors to the right and the accumulated ratio of non-valid
dependency structures used.

Algorithm 1: mergeDependency

input : DependencyTreeNode node
output: Merged Tree returnList
children = node.getChildren;
for each dependency in children do

if dependency.isBranch then
dependency + = computeOffset (dependency);
returnList.pushBack (dependency);

else
mergedList = mergeDependency (dependency);
offsetList.pushBack (returnList.size (), mergedList.size () −1);
adjustPointers (mergedList, returnList, dependency);

return returnList;

Algorithm 2: computeOffset

input: Dependency pointer dependency, global list offsetList
if dependency.isNumber() then

for offset in offsetList do
if offset.position < dependency then

dependency + = offset.size;

return dependency;

In a subsequent step, we further compute the probabilities of the depen-
dency structures using two language models: one for left-side dependencies,
and one for right-side dependencies. For head structures, we also compute
their probabilities by exploiting a simple unigram language model. In early
experiments, we noticed that badly reconstructed dependency trees have
fewer probabilities to compute and thus tend to score higher than better
structured trees in other sentences.We decided to include a language count
feature that is incremented each time we compute a dependency language
model score, similar to the word penalty used for the normal language model.

Note that the language model step was only implemented as a rescoring
approach but has been extended into an online step in [Peter & Huck+ 11].
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Figure 5.4: Merging errors in dependency tree reconstruction. In (a), the
inserted dependency structures fit into the higher structure, and no merging
error occurs. In (b), neither derivation has the same direction as the higher
structure, so that three dependency directions need to be adopted.
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Algorithm 3: adjustPointers

input: merged list mergedList, old list returnList, dependency of
parent structure parentDependency

for each dependency in mergedList do
if dependency.isNumber() then

// i.e. pointing to a concrete position

adjustedList.pushBack ( dependency + returnList.size());

else if dependency.isPointer() then
// i.e. a head or pointing to the left/right

if parentDependency.isNumber() then
check whether direction matches dependency;
newDependency = computeOffset ( parentDependency);
adjustedList.pushBack ( newDependency);
if parentDependency points to unexpanded sub-structure
then

remember to correct pointer later;

else if parentDependency.isPointer() then
check for left/right errors;
adjustedList.pushBack ( parentDependency);

else
// invalid position, e.g. unparsed punctuation marks

adjustedList.pushBack ( dependency);

return adjustedList;
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5.5 Experiments

In this section, we present the results for the individual models on the NIST
Chinese–English task, and on the QUAERO German–French task.

For Chinese–English, the NIST 2006 was used as the development set
for minimum error training on BLEU in all the experiments. We presented
results in [Stein & Peitz+ 10], we worked with a smaller 6-gram LM that had
a perplexity of 113.7 on the NIST ’06 test set. NIST ’08 was used as our
test set. In more recent experiments, we employed a larger 6-gram language
model with a perplexity of 106.56 on the ’06 test set. In this setting, results
are checked on the combined ’02+’04 test set, the ’05 test set and the ’08
set. For a detailed corpus overview, see Table B.1 on page 102.

In Table 5.2, we present the results for the three methods. For the
experiments in [Stein & Peitz+ 10], all but the parse match method yield
significant improvements over the baseline. With the newer LM, all meth-
ods yield statistically significant improvement over the baseline in almost all
test sets. The highest gain in terms of BLEU and TER is usually achieved
by the syntactic label approach. In Table 5.3, the dependency model is
examined more closely (using the newer conventional LM, and two depen-
dency trigram LMs derived from the training data). When only applying
the dependency language model during rescoring, statistically significant
improvement is mostly seen in terms of TER, but the BLEU improvement
is not statistically significant, and the score even deteriorates slightly for
NIST ’08. If the system is optimized with the additional merging error fea-
tures of the tree reconstruction, it seems that the dependency trees are more
well-formed; the dependency LM rescoring performs better in all tasks.

In Table 5.4, where we combine all methods, the influence of the models
seems to be complementary, as the performance usually increases with each
individual model. For the newer LM setting, however, the combination of all
models still falls short in comparison to the single syntactic labels system,
an effect that is not present for the [Stein & Peitz+ 10] experiment.

See Table 5.5 for examples where the translation quality is improved in
the NIST ’08 task (e.g. “I is not an easy miffed” becomes “I am a person
who is not easy miffed”). Note that for these particular examples, the
improvement in BLEU or TER is not obvious, whereas the fluency of the
translation is clearly improved.

For German–French, the development set of 2010 was used, and it was
tested on the test ’10 and the eval ’10 set. For a detailed corpus overview,
see Table B.3 on page 103. See Table 5.6 for the results for the different
methods on this task, and Table 5.7 for a more detailed dependency feature
analysis. In both tables, the improvements are only slight and not statis-
tically significant. By combining all methods (Table 5.9), we are able to
obtain statistically significant better scores, which are highly competitive
(see also Table 5.10 for a system comparison within the QUAERO project).
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Table 5.2: Results for the NIST Chinese–English task with all syntactic
models. Significant improvements over the baseline are marked in magenta
color if p < .1, and in blue color if p < .05.

Setting nist06 (dev) nist02/04 nist05 nist08
BLEU TER BLEU TER BLEU TER BLEU TER

baseline [Stein & Peitz+ 10] 31.4 63.2 24.0 68.4
90% significance ±0.7 ±0.6 ±0.7 ±0.6

parse match 31.4 63.1 24.4 67.9
syntactic labels 32.2 62.1 25.0 67.2
dependency with rescoring 32.2 61.9 24.6 66.7

baseline, better LM 32.3 62.6 33.5 62.1 31.3 63.8 25.3 67.5
90% significance ±0.7 ±0.6 ±0.5 ±0.5 ±0.9 ±0.9 ±0.7 ±0.6

parse match 33.1 62.2 34.1 61.5 32.1 62.7 25.7 67.3
syntactic labels 33.4 61.2 35.7 59.2 33.6 60.4 25.7 66.5
dependency with rescoring 33.2 61.5 34.4 61.0 32.5 62.0 25.9 66.3

Table 5.3: Results for the NIST Chinese-English task with the soft string-to-
dependency model. Rescoring and Oracle Score on 1 k n-best lists. Signifi-
cant improvements over the baseline are marked in magenta color if p < .1,
and in blue color if p < .05.

Setting nist06 (dev) nist02/04 nist05 nist08
BLEU TER BLEU TER BLEU TER BLEU TER

baseline (base) 32.3 62.6 33.5 62.1 31.3 63.8 25.3 67.5
+ LM rescoring 32.9 61.8 34.1 61.2 32.0 62.2 25.1 67.0

dependency (dep) 32.5 62.2 33.3 62.1 31.4 63.8 26.1 66.7
+ LM rescoring 33.2 61.5 34.4 61.0 32.5 62.0 25.9 66.3

base oracle 47.1 47.4 48.2 48.1 45.9 48.9 38.5 52.2
dep oracle 47.4 47.3 48.1 48.2 45.7 49.3 39.4 51.7
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Table 5.4: Results for the NIST Chinese–English task with syntactic model
combination.

Setting nist06 (dev) nist02/04 nist05 nist08
BLEU TER BLEU TER BLEU TER BLEU TER

baseline [Stein & Peitz+ 10] 31.4 63.2 24.0 68.4
90% significance ±0.7 ±0.6 ±0.7 ±0.6

+ parse match 31.4 63.1 24.4 67.9
+ syntactic labels 32.4 62.3 25.3 67.3
+ dependency with rescoring 32.9 61.0 25.1 66.4

baseline, better LM 32.3 62.6 33.5 62.1 31.3 63.8 25.3 67.5
90% significance ±0.7 ±0.6 ±0.5 ±0.5 ±0.9 ±0.9 ±0.7 ±0.6

+ parse match 33.1 62.2 34.1 61.5 32.1 62.7 25.7 67.3
+ syntactic labels 33.1 61.7 34.6 61.2 32.9 61.5 25.7 66.7
+ dependency with rescoring 33.4 61.9 34.8 60.2 33.3 60.8 25.5 66.7

5.6 Conclusion

In general, the syntactic methods presented in this chapter all lead to modest
to high improvements over their respective baseline; none worsens the error
measures. It can be argued that this is due to the fact that all the features
are soft, so that the decoder can always fall back to the baseline if the
syntactic models do not offer much help for the particular sentence. The
highest gain can be seen for the language pair Chinese–English. Even with
a stronger baseline system due to a better conventional language model, the
gain in performance is similar. The parse match model is the typically the
weakest of the three, but never hurts in performance, is easy to implement
and hardly takes up additional computation time during decoding. The
gain by the syntactic label model is higher, at the cost of higher memory
requirements (≈ 2.5 GB). The gains from the dependency model seems two-
fold: some improvement can be seen due to the penalization of left/right
merging errors, while others are due to the language model rescoring.

For German–French there is also some gain over the baseline, albeit
not as pronounced as for Chinese–English. The tendencies appear to be
similar, however. A possible reason is that the grammatical structure of
these European languages have more similarities and thus do not profit as
much from the syntactic enhancements.

Since the methods presented have been designed to produce soft features,
we are able to run them in parallel on the same data. In the full system,
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Table 5.5: NIST Chinese–English: examples for translations with a higher
syntactic soundness when relying on soft syntactic features.

(a) Example 1

source 当然 , 但愿 这 一切 担心 都 是 多余 的

glosses of course hopefully this all worries are redundant

reference Of course, I hope that all of these worries are needless.

baseline Of course, I hope that all these are worried that is.

syntactic models Of course, I hope that all this worry is superfluous.

(b) Example 2

source 我 想 我 是 一个 不容 易 生气 的 人 ,
起码 我 自己 的 感觉 是 这样 的 .

glosses I think I am a not easy get angry people
at least I own feeling is this

reference I think I’m someone who doesn’t easily lose his temper.
That’s my own feeling, at least.

baseline I would like to the people I is not an easy miffed,
at least , I feel this is the case.

syntactic models I think I am a person who is not easy miffed,
at least I have the feeling that’s the way it is.

Table 5.6: Results for the QUAERO German–French task with all syntactic
models.

Setting dev test eval ’10
BLEU TER BLEU TER BLEU TER

baseline 20.8 67.6 21.0 67.3 36.2 53.1
90% significance ±0.5 ±0.6 ±0.5 ±0.7 ±0.8 ±0.7

parse match 20.7 67.1 21.1 66.7 36.5 51.9
syntactic labels 21.1 66.7 21.7 66.0 36.8 52.0
dependency with rescoring 21.0 67.0 21.3 66.6 36.3 52.6
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Table 5.7: Results for the QUAERO German–French task with the soft
string-to-dependency model. Rescoring and Oracle Score on 1 k n-best lists.

Setting dev test eval
BLEU TER BLEU TER BLEU TER

baseline 20.8 67.6 21.0 67.3 36.2 53.1
baseline with rescoring 21.1 67.0 21.2 66.8 36.2 52.9

dependency 20.9 66.9 21.3 66.6 36.3 52.6
dependency with rescoring 21.0 67.0 21.3 66.6 36.3 52.6

baseline oracle 31.6 53.9 32.4 53.0 50.0 38.6
dependency oracle 31.8 53.2 32.6 52.5 50.3 38.2

Table 5.8: QUAERO German–French: examples for translations with a
higher syntactic soundness when relying on soft syntactic features.

(a) Example 1

source Aber Inflation verursachen sie nicht, sofern sie nicht zu einem

Überhang der Nachfrage nach Waren und Arbeitskräften führen.

reference Mais ils ne causent pas d’inflation, tant qu’ils ne mènent pas à un
excédent de la demande pour les biens et la main-d’œuvre.

baseline L’inflation mais ils ne sont pas, pour autant qu’elle ne devienne
pas un dépassement de la demande de biens et de main-d’œuvre.

syntactic Mais ils ne provoquent pas l’inflation, pour autant qu’elle ne devienne
models pas un dépassement de la demande de biens et de main-d’œuvre.

(b) Example 2

source Diese schon lange vergessenen Kämpfe
scheinen plötzlich wieder sehr aktuell zu sein .

reference Ces batailles oubliées depuis longtemps semblent
soudainement très présentes à nouveau .

baseline Ces combats sont de nouveau très d’ actualité
semblent oubliées depuis longtemps .

syntactic Ces combats depuis longtemps oubliées
models semblent soudain très actuel .
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Table 5.9: Results for the QUAERO German–French task with all syntactic
models.

Setting dev test eval ’10
BLEU TER BLEU TER BLEU TER

baseline 20.8 67.6 21.0 67.3 36.2 53.1

+ parse match 20.7 67.1 21.1 66.7 36.5 51.9
+ syntactic labels 20.9 66.6 21.5 66.2 36.8 51.8
+ dependency with rescoring 21.2 66.8 21.6 66.2 37.0 52.0

Table 5.10: QUAERO German–French: Comparison of the translation per-
formance within the QUAERO project, for the evaluation in 2010.

Setting eval ’10
BLEU TER

LIMSI (Paris) submission 33.2 54.7
KIT (Karlsruhe) submission 36.0 52.3
RWTH best single system 2010 35.9 52.3
RWTH submission (system combination) 36.7 51.8

Jane with all syntactic models (Jan 2011) 37.0 52.0
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i.e. with all methods conjoined, the feature vector consists of 27 feature
functions. While the scaling factor optimization method Och’s MERT (Sec-
tion 3.6.2) is known to work only on a small-sized feature vector, the gener-
alization seems to reach a saturation when combining the various methods.
For future directions, it should be examined more closely how the meth-
ods interact for other optimization techniques like e.g. the MIRA algorithm
[Crammer & Singer 03], first applied in SMT in [Watanabe & Suzuki+ 07].

Another interesting research direction would be to extend the soft string-
to-dependency model so that the language model scoring takes places during
decoding, rather than during rescoring. One would need to take care of
possible redirection of the dependencies when merging errors occur, since
the phrase table is not restricted like in [Shen & Xu+ 08]. However, since
the language model score is only invoked when the head word is determined,
this only poses a minor obstacle.
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6
Sign Language Corpus Analysis

In this chapter, we define an SMT framework for sign languages. Sign lan-
guages are natural languages with a grammatical structure and vocabulary
that is different from spoken languages. They are not acoustically conveyed
with sound patterns, but rather transmitted through visual sign patterns,
by means of facial expression, body language and manual communication.
Another great difference is the ability to convey information on multiple
layers of communication channels simultaneously, compared to the sequen-
tial nature of most spoken languages. Sign languages are the primal means
of communication for most congenitally deaf1 persons and many hard-of-
hearing persons.

The chapter is organized as follows: in Section 6.1, we will look more
closely at notation systems and typical grammar structures in European and
American Sign Languages. Section 6.2 focusses on sign language corpora.
We finish this chapter by briefly discussing the usefulness of sign language
machine translation (SLMT) in Section 6.3.

6.1 Sign Language Grammar

Despite common misconception, each sign language is different from the
other. For example, British Sign Language differs considerably from Amer-
ican Sign Language, although the countries share approximately the same
spoken language. Even within one country, a huge variety of dialects within
the local sign language(s) is common.

In this section, however, we will describe some characteristics which seem
to be prevalent in most sign languages. Note that while our main focus is

1A large proportion of the deaf community actually considers itself to be part of a
cultural minority rather than being impaired, differentiating the hearing condition “deaf”
from the social group “Deaf” by a capital “D” (cf. [Rexroat 97]). We will adopt this
notation in the following.

61



˘[] 5 ↓x

(a) ASL sign for “LADY” in Stokoe Nota-
tion.

(b) DGS sign for “ALSO” in Hamburger
Notation System.

Figure 6.1: Two example transcriptions of signs in (a) Stokoe notation and
in (b) the Hamburger Notation System.

on German Sign Language (German: “Deutsche Gebärdensprache”, DGS)
and Sign Language of the Netherlands (Dutch: “Nederlands Gebarentaal”,
NGT), some of the references in this section report on other sign languages.
We have included them whenever we felt from our own experience that their
findings can be carried over to DGS and NGT, but the effects might not
apply in their full range. Pictures in this chapter are taken from [Braem 95].

6.1.1 Notation Systems

Sign languages lack an official notation system. Rather, there exist a large
quantity of different systems which differ greatly in accuracy and expres-
siveness, based on their description purpose. One of the earliest systems is
the model defined in [Stokoe 60]. It is designed to describe the sign based
on the hand configuration, the place of articulation and its movements with
an inventory of only 55 phonemes.2 For example, Figure 6.1(a) shows a sign
transcribed in this notation: the thumb of a spread hand (5) brushes the chin
( )̆ as it moves downward (↓) to touch (x) the breastbone ([]). Nowadays,
the more versatile Hamburger Notation System (HamNoSys) [Prillwitz 89]
is used for the description of the components. For example, in Figure 6.1(b),
the index finger ( ) is pointing half from the body half upwards ( ) with
the palm in normal position ( ) and does a repeated ( ) movement half
downwards half further from the body away ( ).

It should be noted that the above examples in Figure 6.1 only describe
the manual components of a sign. Furthermore, they are not particularly
useful for MT, since for example the same sign from two different signers
might be executed at slightly different body locations and thus be tran-
scribed differently. A better notation form that relies on the semantic rep-
resentation of a sign is called a gloss. As a convention, the meaning of the
sign is written as the stem form of the corresponding word in a spoken lan-
guage, usually in upper case. For a summary of the annotation symbols
used, see Appendix C.

2Note that Stokoe himself described the sub-units as cheremes in his original article,
but this term is hardly used nowadays.
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(a) Hand sign in Ger-
man Sign Language

(b) Hand sign in Ital-
ian Sign Language

(c) Possible gesture
in German Sign
Language

(d) Possible gesture
in Chinese Sign
Language

Figure 6.2: Samples for admissible hand configurations and their combina-
tion in different sign languages. Figure (a) is a common hand shape that
occurs frequently in DGS, whereas Figure (b) is not part of any meaning-
ful phrase but occurs in Italign Sign Language. Likewise, the gesture in
Figure (c) is an admissible combination of two hands that occurs in DGS,
whereas the gesture in Figure (d) is not, although it appears in the Chinese
sign language.

6.1.2 Components

Sign languages convey language information by means of facial expression,
body language and manual communication. While the hands offer a consid-
erable amount of versatility and carry a huge portion of the meaning, the
non-manual components include crucial information as well. For example,
in [Baker & Padden 78] it was shown that it is possible to gain some in-
formation of the conversation topic even if the hand of the signing person
cannot be seen, which strongly suggests that the non-manual devices go well
beyond meta-language information.

Let us review the manual components first. There is a huge variety of
different patterns that hands and arms can theoretically form, but similar to
lexical units and their allowed combinations in spoken languages, not all of
them will appear simultaneously within one language (cf. Figure 6.2). Min-
imal pairs, i.e. two semantically distinct words that differ in one particular
aspect, can be found for the hand configuration, the hand situation, the
place of articulation and the movements [Klima & Bellugi 79, Battison 78].
An example of a minimal pair in DGS for the hand configuration is given in
Figure 6.3.

There are also many examples for non-manual devices that play a crucial
role in a signed sentence. Facial expression and head position can be used to
indicate questions, negations and sub-clauses (e.g. [Sandler 99]) or otherwise
change the meaning of the sign. Other examples for important non-manuals
include the upper part of the body, which can be turned to indicate a role
change of the speaker in direct speech, and the lips can be used to dis-
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(a) Outstretched index finger (b) Index finger touching the thumb

Figure 6.3: Minimal pair example in DGS. The hand situation, the place of
articulation and the movement remains the same, but the hand configuration
differs. Figure (a) means “SAY”, Figure (b) means “ASK”.

criminate between signs which have the same manual components, specify
subordinated signs or carry other additional information. Conditional sub-
clauses are indicated in DGS through raised eyebrows and a slight tilt of the
head.

6.1.3 Selected Phenomena in Sign Languages

We will proceed to point out some important aspects of sign languages that
will have a high impact on the translation. Perhaps the most striking one
is that sign languages have a spatial modality. For example, many flexed
verbs share the same root, i.e. being mostly identical in their components,
but differ in such elements like movement speed, direction or amount of
signing space used. For undefined pronouns not present in a conversation,
the direction in which a verb sign is executed can specify subject, object
and their number of occurrences (cf. Figure 6.5).

It is also possible to store specific persons or objects in the signing space
(cf. [Wrobel 01]), a technique called a discourse entity. Later, the entity can
be referenced by a pointing sign or a verb, similar to a pronoun (e.g. “She
is giving the book to him.”). While pronouns also occur frequently in spo-
ken languages, sign languages are actually less ambivalent since the object
represented by a certain signing space is better defined.

Another important aspect of sign languages is their ability to convey
meaning on parallel information channels, as already mentioned above. Non-
manual devices can operate more or less independent while signing with the
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(a) Neutral facial expres-
sion

(b) Intensive facial expression

Figure 6.4: Examples for different facial expressions that change the mean-
ing of a sign. For example, a certain gesture meaning “QUESTION” in
DGS would have the facial expression as in Figure (a), but would mean
“INTERROGATION” if it had the facial expression as in Figure (b).

(a) Verb flexion meaning “I give you” (b) Verb flexion meaning “I give you
all”

Figure 6.5: Illustration of two flexed forms of the verb “GIVE”. The sign
in Figure (a) is a simple foreward movement and means that the signer is
giving something to a single person, whereas the sign in Figure (b), sharing
the same hand form but executed with a huge arc, means that the signer is
giving something to a group of people.
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hands, and e.g. a head tilt could indicate a sub-clause, or a head-shake could
negate the meaning of a sentence.

6.2 Sign Language Corpora

While there is a considerable amount of material available for sign languages,
finding a suitable corpus for sign language translation is still complicated.
Often, the collection consists of videos with signed content and its (rough)
translation as subtitles, or the collection consists of the videos and the gloss
transcription. A corpus with glosses and their translation, however, is rare
because of its rather large transcription time overhead. Also, some of these
data collections focus on linguistic issues with each phenomenon having only
a few sentences, or they have a domain that is too broad to be suitable for
machine translation.

In this section, we are presenting the corpora that we will use in the
following chapter: the RWTH-PHOENIX and the Corpus-NGT corpus. We
will also review other existing corpora and elaborate on the reasons why we
did not choose them.

Most of this work has been carried out as part of the European-funded
SIGNSPEAK project [Dreuw & Forster+ 10b].

6.2.1 Corpus RWTH-PHOENIX

The RWTH-PHOENIX corpus consists of a collection of richly annotated
video data from the domain of German weather forecasting. It includes a
bilingual text-based sentence corpus and a collection of monolingual data of
German sentences. This domain was chosen since it is easily extendable, has
a limited vocabulary and features real-life data rather than material made
under lab conditions. It was first described in [Bungeroth & Stein+ 06], and
extended in [Stein & Forster+ 10]. The older recordings differ from newly
recorded videos, since the television programme has changed in two impor-
tant aspects. First, the format of the video is different: before, the news
announcer was slightly distorted in perspective, and the signing interpreter
was shown without a background of its own. Now, the broadcast channel
shows the original video in a smaller frame and places the signing interpreter
in front of a grey background on the far right (cf. Figure 6.6). For MT, this
does not pose a problem since the algorithms only work on the transcriptions
and not on the video signal. Recognition of signing in a video is beyond the
scope of this work, instead, we refer the reader to [Stein & Dreuw+ 07].

As for the second major change in the data, the transcription of the
audio material is no longer provided by the broadcast station. We therefore
employ an automatic speech recognition system for the German audio data
which transcribes the spoken words, and manually align the words to the
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annotated gloss sentences. For the weather forecast, the audio recognition
word error rate is below 5%, making the transcription quite convenient.

Quality and Usability

Although the interpretation of the news announcements into German Sign
Language is performed by bilingual experts, the translation quality suffers
from the recording situation: the interpreters have to listen to the announce-
ments under real-time conditions and thus have to sign simultaneously with-
out any preparation, since they do not receive a transcript in advance. Due
to the complex nature of official news announcements and the relatively high
speed of the announcer, the signed sentences are generally in German Sign
Language, but in some sentences there is a slight bias towards the gram-
matical structure of spoken German (cf. Figure 6.7). However, a manual
inspection showed that such bias only occurs rarely. A glitch which is more
common in the corpus is the omission of details in the signed sentences. For
example, if the announcer talks about the region of Bavaria, the adjacent
Austrian Alps and the river Donau, the interpreter might more generally re-
fer to the south of Germany without specifically naming the exact locations.
Another typical omission occurs when the announcement refers to specific
wind velocities such as “light”, “gentle”, and “fresh”, and the interpreter
only differentiates between a low and a high velocity. Since the translation
errors occur only occasionally and are not consistent, this makes the trans-
lation task actually more difficult, because the sentence pairs contain some
information mismatch, which leads to errors in the word alignment.

A different kind of mismatch is introduced by the gloss-notation system.
Sometimes, the interpreter expresses certain aspects of the spoken sentence
by modifying a sign or by non-manual means such as facial expression or
body posture. These aspects are not always captured in the glosses. Note
that the choice of the gloss labels in this corpus was not influenced by the text
of the spoken language. Our Deaf colleague who conducted the annotation
did not refer to the text spoken by the announcer but only used the videos
showing the signing interpreters.

German Sign Language uses the repetition of signs to express plurality
of nouns, distributive aspects, etc. Such phenomena can be annotated in
different ways, depending on the focus and use of the corpus. In the RWTH-
PHOENIX corpus, if a sign is repeated a limited number of times, e.g. 2-3
clouds, each sign is annotated individually. However, we do use a special
suffix “++” to indicate the quick repetition of a sign which implies a new
meaning (e.g. the DGS gloss “QUESTION++” which means “interrogating”
rather than “asking”). No special annotation was used in the first case,
since the corpus is also used to train the sign language recognition system,
for which individual annotation of each repetition is more appropriate, since
a special indicator would imply that different models have to be trained for
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Figure 6.6: Old and new television format used in the Phoenix television
channel

singular and plural nouns, which is not feasible given the current corpus
size. Since the number of repetitions often varies, the computer sometimes
translates the same word several times instead of translating the noun as a
plural or using another appropriate expression in the spoken language.

The mismatch between the information contained in the glosses and in
the text spoken by the announcer leads to several problems when training a
statistical machine translation system. Since the words omitted by the inter-
preter have no correspondence in the glosses, the automatic word alignment
system either aligns these words to other unrelated glosses or does not align
them at all. While the former leads to wrong translations, the latter leads to
the omission of these unaligned words, which means the translation system
cannot even reproduce the correct translation of sentences it has seen during
training.

Annotation

For the annotation, we employ the ELAN tool [Brugman & Russel 04], which
is widely used for various sign language corpora (e.g. the ECHO corpus
[Crasborn & van der Kooij+ 04]) and extended to the special needs of this
language modality [Crasborn & Sloetjes 08].

Both left-hand and right-hand movements are kept track of indepen-
dently, but annotated into the same stream of words. Our annotator is
congenitally deaf and has worked in research fields regarding sign language
for over a decade, but had no previous annotation experiences. According
to his feedback, it took him about two weeks to become accustomed to the
annotation tool. For the first two month working on the recordings, vari-
ous questions arose concerning the annotation procedure, namely for such
effects as dialects, synonyms, classifiers, left-hand/right-hand issues which
were discussed in his mother tongue with interpreters. At first, it took him
four hours to annotate one weather forecast of roughly one minute. After
two months, he was able to finish three videos in the same amount of time.
For the whole news announcement, which basically has a unlimited domain
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SUEDEN

WO

FREUNDLICH-emp

BESTIMMT

Am freundlichsten

bleibt
es im Sueden

(a) Correct translation.

IM

VERLAUF

NACHT

NORDEN

WOLKEN-emp

Im Verlauf

der
Nacht

werden

im Norden

die W
olken

dichter

(b) Translation that seems to be influenced
by the German grammar. A more correct
translation would be e.g. “NACHT VER-
LAUF WOLKEN-emp WO NORDEN”.

Figure 6.7: Example translations taken from the RWTH-PHOENIX corpus.
Sentence (a) features a rhetoric question (literal translation: “The most
friendly weather remains where? In the south.”), a common grammatic
device in sign languages. Sentence (b), however, is quite close to the German
grammar and can be considered to be a signing glitch by the interpreter.
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Figure 6.8: RWTH-PHOENIX: ratio of the vocabulary size compared to the
running words, and ratio of the singletons compared to the vocabulary.

and runs for 15 minutes, it takes him about 24 working hours to transcribe
it.

Corpus Progression

For a complete corpus overview, see Table 6.1. Comparing the corpus statis-
tics with other small-sized data selections, the selected domain seems to offer
suitable progress based on the rather tedious and slow annotation process.
For example, the Chinese–English task of the International Workshop on
Spoken Language Technology (IWSLT)3 is a selection of parallel sentences
in the domain of travel and booking information, has 22 K training sen-
tences, with a type-token ratio (i.e. the average number of running words
per vocabulary entry) of 18.8 for Chinese and 27.5 for English. Compared to
our corpus, we currently have a total of 2.7 K training sentences and already
approach a type-token ratio of around 20 (cf. Figure 6.8) after 220 sessions.
The singleton ratio is about 40% for both languages in IWSLT, while ours
drops quickly below 35% and seems stationary. As can be seen in Figure 6.9,
peaks in the vocabulary growth (likely to contribute to the singleton and
out-of-vocabulary ratios) can mostly be attributed to time-specific terms
like special seasons or certain places where weather phenomena occur in a
certain week. Since these words tend to occur often in consecutive sessions,
the singleton ratio typically drops fast.

3http://mastarpj.nict.go.jp/IWSLT2009/
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Figure 6.9: RWTH-PHOENIX: vocabulary size increase per session and
notable topics of the specific broadcasts.

Table 6.1: Corpus statistics for the weather forecast corpus RWTH-
PHOENIX (Section 6.2.1).

Glosses German

Train: Sentences 2565
Running Words 31 208 41 306

Vocabulary 1 027 1 763
Singletons 371 641

Test: Sentences 512
Running Words 6 115 8 230

Vocabulary 570 915
OOVs 86 133

Trigram ppl. 51.7 22.7
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Table 6.2: Corpus statistics for Corpus-NGT. The test set consists of mul-
tiple references (2–4, 2.5 on average). Here, only the statistics for the first
sentence in each reference are presented.

Right Hand Left Hand Dutch

Train: Sentences 1699
Running Words 8 129 4 123 15 130

Vocabulary 1 066 773 1 695
Singletons 481 376 840

Test: Sentences 175
Running Words 875 496 1 815
Distinct Words 272 181 426

OOVs 46 39 39
Trigram ppl. 107.0 54.6 67.5

6.2.2 Corpus NGT

[Crasborn & Zwitserlood 08] presents a data collection in the Sign Language
of the Netherlands. It consists of recordings in the domain of fable, car-
toon/home video paraphrases, discussions on various topics and free conver-
sation. A translation into spoken Dutch, however, was missing at first, and
we had to decide on which sub-part to focus first. After a careful scan of the
data, we excluded the topics “funniest home videos”, fables and “Tweety &
Silvester” because of their huge amount of iconographic signing, a daunting
task for both recognition and translation. In addition, we discarded free
conversations as well as talks about self experiences because they only had
an average type-token ratio of 3.2 and 4.8, respectively. The domain of dis-
cussions on selected topics that are related to deafness and Deaf culture, in
contrast, had an average type-token ratio of 8.5 and 6.0, since the vocabu-
lary was somewhat restricted due to the specific questions that the signers
were arguing about. In this setting, two signers are sitting face to face
and discuss a topic that was shown to them in form of a written question.
The translations of the sentences were provided by the Radboud University,
Nijmegen, as part of the shared EU-project SIGNSPEAK.4

Quality and Usability

The Corpus-NGT can be considered to be far more challenging than the
RWTH-PHOENIX corpus. With its current data size (cf. Table 6.2), we
do not expect to reach satisfying translation results. This is mainly due to

4http://www.signspeak.eu/
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Figure 6.10: Screenshots from the Corpus-NGT corpus (Section 6.2.2)

Erg veel moeite doet om te communiceren met horende mensen.

MOEILIJK DOEN OVER

MOEILIJK DOEN

COMMUNICEREN PO

COMMUNICEREN

MET

MET

IX HOREND MENSEN PO

MENSEN

right hand

left hand

Dutch

(a) “It is quite hard to communicate with hearing persons”

als je lang niet naar het clubhuis gaat , weet je het gebaar voor het woord e-mail bijvoorbeeld niet .

right hand

left hand

Dutch

ALS IX-1 LANG NIET

NIET HEEN CLUBHUIS TOE BETEKENEN

BETEKENEN EMAIL BETEKENEN GEBAREN IX-1 PO

GEBAREN IX-1 PO

(b) “If you haven’t been to the club house for some time, you will miss the sign for the
word ‘email’ ”

Figure 6.11: Example sentences from the Corpus-NGT corpus. Each hand
is annotated with a separated tier.

the much broader domain when compared to weather forecasts, and due to
the conversational, even casual nature of the signed sentences. Hesitations
and partial sentences are frequent, and some information is only conveyed
by non-signed (and thus non-glossed) communication channels like facial ex-
pressions (e.g. “I totally agree”), while still translated into Dutch. However,
the corpus is also more interesting from a scientific point of view for the
following reasons. First, we can assume the grammar of the sign language
to be more accurate, since it is derived from close-to-natural conversations
among Deaf. Apart from the written questions that start the topic discus-
sions, the Dutch grammar will not have an immediate impact on the word
order or the communication devices used. Second, the annotation procedure
reflects the parallel nature of sign languages in a better way. The corpus
features two different annotation tiers for each hand (cf. Figure 6.11), and
we also have time-aligned head shake annotations. While neither of these
circumstances will ease our task, the corpus still feels like the next logical
step for broad domain SLMT.

73



6.2.3 Other Corpora

Apart from these two, there are other corpora available. The European
Cultural Heritage Online organization (ECHO) published data collections
for Swedish Sign Language, British Sign Language and Sign Language of
the Netherlands [Crasborn & van der Kooij+ 04]. Their broad domain of
children’s fairy tales as well as poetry make them rather unsuitable for sta-
tistical methods. Another obstacle is the intensive usage of signed classifiers
because of the rather visual topics.

Another data collection for Czech and Signed Czech is presented in
[Kanis & Zahradil+ 06]. Its domain is taken from transcribed train timetable
dialogues and then translated by human experts. However, the actual trans-
lations are not in the Czech Sign Language spoken by the Deaf, but in an
artificial language system strongly derived from spoken Czech. Explicit word
alignments are made by human experts. Due to its nature, the authors are
able to achieve very high performance scores, as already pointed out in Sec-
tion 6.3.1. It does not appear to be the most challenging data collection for
SMT.

[Bertoldi & Tiotto+ 10] recently announced that they have started to
build up a sign language corpus that is also in the domain of weather fore-
cast, thus quite similar in content to the RWTH-PHOENIX, but for Italian
and Italian Sign Language. However, their annotation procedure differs
considerably. Lacking publicly available signed interpretation of the news
broadcast material, they employ a speech recognizer instead and have the
spoken language transcription interpreted by a bilingual expert. The same
expert then transcribes the glosses of his own signing captured in a video
recording. [Massó & Badia 10] work on weather forecast as well, for Cata-
lan and Catalan Sign Language, but report problems when tuning the SMT
system due to their overall corpus size of 154 sentences. We will review their
efforts in Section 7.4.1.

The Air Travel Information System (ATIS) is a corpus for English, Ger-
man, Irish Sign Language, German Sign Language and South African Sign
Language described in [Bungeroth & Stein+ 08]. With roughly 600 parallel
sentences in total, it is small in size. However, being a multilingual data se-
lection, it enables direct translation between sign languages. Its performance
for SMT has already been extensively studied in [Morrissey 08].

6.3 Usefulness of Sign Language Machine Trans-
lation

The phenomenon of lower literacy skills within the deaf population is often
mentioned in SLMT papers. Nevertheless, due to new educational methods
and a changing awareness (e.g. the acknowledgment of German Sign Lan-
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guage by the German government in 2002), we find it worthwhile to look
at more recent papers on the current situation. We also perform a small
sanity check to see whether statistical machine translation is an appropriate
technique for the translation of the corpora at hand.

In general, deaf people perform on par with hearing persons when tested
on general intellectual skills that do not require additional (school-)knowledge,
as could be expected (see [Kramer 07]), as well as on (sign) language devel-
opment when growing up in deaf families. However, even the most recent
surveys, e.g. [Becker 10] for Germany and [Wauters & van Bon+ 06] for the
Netherlands, point out huge discrepancies in the writing and reading skills
of deaf children when compared to their hearing peers. The authors in
[Hermans & Knoors+ 08a] recall that, among other possible reasons, the
hearing loss of a deaf child impedes its phonological awareness, an impor-
tant prerequisitive for hearing children when learning the alphabetic princi-
ple. Further, since the vocabulary in a spoken language is often limited as
a result of the restricted access to sound, learning the natural relations be-
tween the spoken and a written form of a language is an additional obstacle.
The same authors suggest in [Hermans & Knoors+ 08b] that no substan-
tial improvement in almost two decades of bilingual education have been
seen so far, despite the finding that proficiency in sign language correlates
with reading proficiency. They argue that existing learning models might
still not be accurate enough to really support young deaf pupils sufficiently,
suggesting that a more direct, explicit link between existing sign language
knowledge and new written texts might be necessary.

Even from this short glance at the recent literature it seems safe to con-
clude that reading and writing in a spoken language is still a huge challenge
for many deaf people and will remain so for many years to come. Since sign
languages are the most accessible language to many deaf people, translation
systems which translate from a video of the signed utterance into the spoken
language or featuring an avatar which signs the translation of the spoken
language utterance may prove beneficial once a certain translation quality
has been established.

6.3.1 Sanity Check: Lower Case Translation

In a recent paper [Kanis & Müller 09], the authors worked on the transla-
tion of an intermediate, signed form of the Czech language and obtained
translation results of up to 81 BLEU, which is probably due to the similar-
ity between this hybrid language and written Czech. We examine whether
such a similarity is also true in the case of German Sign Language, antici-
pating some baseline results in the next chapter. In parallel to a standard
SMT approach, we perform a sanity check to see whether the MT process
is actually necessary and helpful.

Since sign languages are typically transcribed as glosses that are repre-
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Table 6.3: Results for the sanity check (Section 6.3.1). Significant improve-
ments over the baseline are marked in magenta color if p < .1, and in blue
color if p < .05.

BLEU TER PER

simple lower casing 2.1 85.7 81.5
4-letter stems 2.6 81.1 74.8

MT system 22.0 74.0 65.1

sented as upper-case words of the corresponding spoken language, a casual
viewer might question whether the glosses could simply be written in lower-
case letters to generate an acceptable output. To show that the languages
differ considerably, we compute the translation metrics on the lower-cased
glosses of the RWTH-PHOENIX corpus. Since the glosses are not conju-
gated nor inflected in the usual way, we also tried to make a fairer com-
parison by eliminating the inflection using fake word “stems”: each word in
the hypothesis and the reference was truncated to its first four letters. As
a comparison, we set up a hierarchical phrase-based translation system as
a baseline. The system was trained on 2000 sentences and optimized on a
development set that was separated from the training data.

The results can be found in Table 6.3. As expected, the SMT system
clearly performs better than simply lowercasing the glosses. For a better
interpretation, we also included the position-independent error rate (PER)
in the table, which is defined as the percentage of words that were translated
incorrectly, regardless of their position in the sentence.

6.4 Conclusion

In this chapter, we analyzed some existing data collections and emphasized
their individual strength and weaknesses based on established measures like
overall size, type-token ratio, and trigram perplexity. We also highlighted
specific challenges due to the annotation procedure of a visually conveyed
language. For the translation experiments in the next chapter, we picked
the RWTH-PHOENIX corpus, which is one of the largest data collections
available, and further introduced the Corpus-NGT, featuring a broad do-
main and parallel input tiers. Arguing that SLMT is feasible and useful, we
will perform several experiments in the next chapter that aim at increasing
the translation quality.
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7
Sign Language Translation

Sign languages represent an interesting niche for SMT that is typically ham-
pered by the scarceness of suitable data, and most papers in this area apply
only a few well-known techniques and do not adapt them to small-sized
corpora. In this chapter, we will propose new methods for common ap-
proaches like scaling factor optimization and alignment merging strategies.
We also conduct experiments with different decoders and employ state-of-
the-art techniques like soft syntactic labels as well as trigger-based and dis-
criminative word lexica and system combination.

This chapter is organized as follows. First, we give a short overview of re-
lated work in Section 7.1. Then, in Section 7.2, we briefly list the specifics of
the translation systems, the system combination and the alignment merging
strategies that are employed throughout this chapter.

In Section 7.3, we will focus on the preparation of the data and how
this impacts translation quality. We will compare the phrase-based and
the hierarchical translation systems and see what can be learned from their
individual strengths and weaknesses. We will also introduce methods for
preparing morphologically complex languages like German as the source
language, and lastly propose strategies for preparing a sign language corpus
which features both hand movements as individual input streams.

In Section 7.4, we will perform various experiments for the translation
from German Sign Language into spoken German, and review the param-
eter optimization. We will discuss techniques which are an alternative to
withholding a development set when optimizing the scaling factors, analyze
the common error measures on this language pair and perform experiments
that are syntactically motivated. We also describe models to create suitable
translations with a system combination setup.
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7.1 Related work

In this section, we give a brief overview of related work in the field of sign
language machine translation. Moreover, we discuss some of the related
work in the following sections where we directly compare our results and
findings to those mentioned in the literature, especially in cases where we
disagree with other authors.

Early analysis of machine translation of sign languages were mainly rule-
based [Veale & Conway+ 98, Sáfár & Marshall 01]. First ideas on statistical
machine translation of sign languages were presented in [Bauer & Kraiss 01,
Bungeroth & Ney 04], but these papers do not offer many experimental re-
sults. Recent works in this area include:

[Morrissey & Way 06] report problems when using the standard error
measures in sign language translation. They point out that for small test
sets and for unstable data, BLEU is a bad choice as an optimization metric,
since e.g. sometimes no correct four-gram can be found. The same authors
report in [Morrissey & Way+ 07] that in more recent experiments the BLEU
scores on the ATIS corpus [Bungeroth & Stein+ 08] are on reasonable lev-
els again, but leave the question open whether this is due to better data
or better machine translation systems. The main author gives an in-depth
investigation of corpus-based methods for data-driven sign language trans-
lation in [Morrissey 08].

A system for the language pair Chinese and Taiwanese sign language
is presented in [Chiu & Wu+ 07]. The authors show that their optimiza-
tion method surpasses IBM model 2, but leave the question open how their
system reacts on other translation models.

In this article, we will review two more recent papers more closely:
[Kanis & Müller 09] work on the translation of an intermediate, signed form
of the Czech language and obtain translation very high results, which proba-
bly is due to the similarity between this hybrid language and written Czech.

[Massó & Badia 10] uses factored models on a standard phrase-based
system for Spanish to Spanish Sign Language. They report that their data
behaves unexpectedly during optimization in that they achieve the best re-
sults on their test set if they use the complete training set for the estimation
of the scaling factors.

Two larger projects focusing on corpus generation and translation tech-
niques have emerged recently: the SIGNSPEAK project as described in
[Dreuw & Forster+ 10a], in which the authors take part, aims at combining
scientific theory on translation and vision-based technology on image recog-
nition within a common framework, including linguistic research. The goal
is an overall sign language recognition and translation system. The other
project, called DICTASIGN [Efthimiou & Fotinea+ 09], aims at developing
Web 2.0 interactions in sign language. Signing is recorded via webcam, rec-
ognized and then represented with an animated avatar. Anonymization as
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well as sign language to sign language translation is within possible appli-
cation range.

7.2 System Description and Preliminaries

In this chapter, we use both a phrase-based and a hierarchical phrase-based
decoder. In the following, we will describe the systems we used.

7.2.1 PBT: Phrase-based Translation

We used an in-house phrase-based translation system called PBT, as de-
scribed in [Zens & Ney 08]. Different models are integrated into a log-linear
framework (see Eqn. 3.16).

The models hm used in the phrase-based translation system are: phrase
and word translation probabilities in both directions, a standard n-gram
language model, word penalties, phrase penalties, distortion penalties and
a discriminative reordering model.

7.2.2 Jane: Hierarchical Phrase-based Translation

We also used Jane, as described in Chapter 4. The following models were
used for the baseline: translation probabilities, IBM-like word lexica, word-
and phrase penalty as well as binary markers for various hierarchical phrases.

7.2.3 System Combination

For system combination, we use an in-house system which has been exten-
sively described in [Matusov & Leusch+ 08]. Here, we compute a weighted
majority voting on a confusion network, similarly to the well-established
ROVER approach [Fiscus 97] for combining speech recognition hypotheses.
To create the confusion network, pairwise word alignments of the original
MT hypotheses are learned using an enhanced statistical alignment algo-
rithm that explicitly models word reordering. Instead of only considering a
single sentence, the context of a whole corpus is taken into account in order
to achieve high alignment quality. The confusion network is rescored with
a special language model, and the consensus translation is extracted as the
best path in it.

7.2.4 Alignment Merging Strategies

In this chapter, we will analyze the impact of the alignment on the transla-
tion quality. If the alignments are computed with the IBM Models (see Sec-
tion 3.2.2), the result differs based on the translation direction, which is
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why the standard alignment is typically merged heuristically with the in-
verse alignment. Let Af→e be the alignment for the standard source-to-
target direction, and let Ae→f be the alignment for the inverse direction.
The easiest merging strategies to compute are the intersection Aintersection =
Af→e ∩ Ae→f and the union Aunion = Af→e ∪ Ae→f . Many algorithms
try to find an intermediate alignment between these extremes by starting
with the intersection alignment and then merging it with a selected set of
appropriate alignment points taken from the union alignment. The most
common is the grow-diag algorithm as presented in [Koehn & Och+ 03]. It
extends iteratively every alignment point whenever it has a direct neighbor,
i.e. when a vertically, horizontally or diagonal adjacent alignment point is
in the union alignment but not yet part of our merged alignment (see Algo-
rithm 4). An alternative to this approach is presented in [Och & Ney 03b],
where the possible neighbours are restricted to vertically and horizontally
adjacent positions. In addition, alignment blocks are avoided by only al-
lowing extension in one direction at a time. We will denote this method as
grow-mono (see Algorithm 5).

One downside to the restriction to adjacent neighbours is that we cannot
reach far-off, isolated words that remain unaligned in the intersection align-
ment. Many merging strategies therefore employ a second run called final,
where we iteratively insert alignment points into so-far non-aligned rows and
columns. With final-and, we denote a similar strategy that makes sure that
both row and column must be free. Algorithm 6 illustrates the differences
between these approaches. [Och & Ney 03b] also employ a strategy where
they start a final-and first and then expand this alignment with the grow-
mono algorithm, a strategy which we will denote as final-and-grow-mono.

In our experiments, we will analyze the performance for the union align-
ment, the intersection alignment, the grow-diag-final-and alignment, and
the final-and-grow-mono alignment.

Algorithm 4: Grow-Diag

input : alignments f2e and e2f
output: merged alignment new-alignment
neighbors :=
[(−1, 0), (0,−1), (1, 0), (0, 1), (−1,−1), (−1, 1), (1,−1), (1, 1)];
new-alignment = f2e ∩ e2f;
while new alignment points are inserted do

for each ap in new-alignment do
for each np in neighbors(ap) do

if (np ∈ f2e ∪ e2f) and (np 6∈ new-alignment) then
new-alignment.insert (np);
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Algorithm 5: Grow-Mono

input : alignments f2e and e2f
output: merged alignment new-alignment
new-alignment:= (f2e ∩ e2f);
vertical-neighbors := [(−1, 0), (1, 0)];
horizontal-neighbors := [(0,−1), (0, 1)];
while new alignment points are inserted do

difference-alignment:= (f2e ∪ e2f) / new-alignment;
for each ap in difference-alignment do

vertical:= ∃ vertical-neighbors (ap) ∈ new-alignment;
horizontal:= ∃ vertical-neighbors (ap) ∈ new-alignment;
if ((vertical and not horizontal) or

(horizontal and not vertical)) then
new-alignment.insert (np);

Algorithm 6: Final-(And)

input : alignments new-alignment and unify-alignment
output: finalized alignment new-alignment
for each ap in unify-alignment do

if ap 6∈ new-alignment then
if new-alignment.row (ap).free (and/or)
new-alignment.column (ap).free then

new-alignment.insert (ap);
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7.2.5 Evaluation

As before, all results are reported in terms of BLEU [Papineni & Roukos+ 02]
and TER [Snover & Dorr+ 06]. Their improvements over the baseline (usu-
ally reported in the first line of the result table) are checked for statistical
significance, using pairwise bootstrap [Koehn 04] with 500 random samples.

7.3 Preparation of Sign Language Corpora

Following the analysis of the corpora in the last chapter, we will now focus
on the preparation of the data and how it impacts translation quality.

In Section 7.3.1, we will compare the phrase-based and the hierarchical
translation system and see what we can learn from their individual strengths
and weaknesses. We noted in [Stein & Schmidt+ 10] that the phrase-based
system outperformed the hierarchical system on most tasks and will pinpoint
some possible reasons.

In Section 7.3.2, we will review a linguistic tool-based method for split-
ting compound words when translating from a morphologically rich spoken
language.

In Section 7.3.3, we will propose strategies for preparing a sign language
corpus which features both hand movements as individual input streams.

7.3.1 Translation Paradigm Comparison

Compared to [Stein & Schmidt+ 10], where we ran experiments on the same
RWTH-PHOENIX data, both the phrase-based and the hierarchical systems
improved considerably. For the phrase-based system, we introduced more so-
phisticated categories for ordinal numbers and dates, which occur frequently
in the weather domain.

In the same set of experiments, the hierarchical system performed no-
ticeably worse than the phrase-based system. After carefully checking the
hypotheses, we noticed two sources of errors. First, the categories in the
phrase-based decoder were filtered by default such that no rule contains a
different number of categories in the source and the target phrase, which
can happen due to the extraction procedure. We adopted this system in
the hierarchical extraction as well. The second source of error was due to
sentence-end markers. In the gloss annotation, sentence end markers in the
sign language are missing, but the German sentence often ends with a full
stop. While the left-to-right search strategy in the phrase-based system
seems to have fewer problems in producing a full stop, the search algorithm
in the hierarchical system often failed to do so. We thus added an artificial
sentence-end marker to each gloss sentence, retrained the alignments and op-
timized the hierarchical system again. The results are shown in Table 7.1.
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Table 7.1: RWTH-PHOENIX results for the hierarchical phrase-based de-
coder and the phrase-based decoder on a union alignment (Section 7.3.1).
Significant improvements over the baseline are marked in magenta color if
p < .1, and in blue color if p < .05.

BLEU TER

Old Phrase-based System 21.6 68.7
+ Categorization 24.3 65.7
+ Sentence End Markers 24.1 64.8

Old Hierarchical System 19.9 69.7
+ Categorization

& Phrase Table Filtering 23.8 69.3
+ Sentence End Markers 24.2 67.4

In terms of BLEU, the hierarchical system now performs on par with the
phrase-based system for the union alignment.

We proceeded to compare the different alignment strategies (see Sec-
tion 7.2.4). To obtain alignment quality measures, we hand-aligned 400
sentences to compute precision, recall, F-Measure and alignment error rate
(AER) [Och & Ney 00]. See Table 7.2 for a quality estimation of the various
merging strategies on these sentences. Especially the intersection alignment
performs very poorly for all measures except the precision score (as could be
expected), but for the other three alignments, the F-measure and AER are
comparable whereas precision and recall are quite different. However, the
phrase-based system was hardly affected by a low recall value (see Table 7.3)
whereas the hierarchical system showed a significant drop in performance
both in terms of BLEU and TER. As it turned out, this was partly caused
by the applied extraction heuristics. By default, both systems extract stan-
dard phrase blocks (Fig. 7.1(a)), extend them at the border if there are
unaligned words (Fig. 7.1(b)) and further extract all alignment dots as word
pairs (Fig. 7.1(c)). However, the phrase-based system further extracts word
pairs whenever neither source nor target are aligned (Fig. 7.1(d)). When
activating this heuristic for the hierarchical system as well, the intersection
alignment performance improved from 22.0 BLEU and 77.1 TER to 22.8
BLEU and 72.9 TER.

7.3.2 Translation from a Morphologically Complex Spoken
Language

This section deals with the preprocessing for the translation from a written
transcription of spoken German into German Sign Language, which would
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Table 7.2: Precision, recall, F-Measure and alignment error rate (AER) of
the different alignment merging strategies (Section 7.3.1)

Precision Recall F AER

Union 40.9 62.0 49.3 50.6
Intersect 80.1 28.8 42.0 57.6
Grow-diag-final-and 44.2 55.2 49.1 50.8
Final-and-grow-mono 47.6 45.4 46.5 53.5
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X Y Z
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(c) Single Word
Heuristic
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B

C

X Y Z

D

(d) Extraction of
non-aligned word
pairs

Figure 7.1: Extraction heuristics applied for initial phrases

Table 7.3: RWTH-PHOENIX results for the hierarchical phrase-based de-
coder on the alignment merging strategies (Section 7.3.1)

PBT JANE
BLEU TER BLEU TER

Union 24.4 65.7 24.3 67.3
Intersect 24.6 65.1 22.8 72.8
Grow-diag-final-and 24.3 64.9 23.9 68.8
Final-and-grow-mono 24.6 64.9 23.7 69.4
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be the first step in an avatar-supported speech-to-sign architecture. For this,
we use the same corpus as in the previous section, but reverse the translation
order.

The best hierarchical baseline system is derived from a grow-diag-final-
and alignment and yields scores of 16.3 BLEU and 76.1 TER. It contains
sentence-end markers on the target side, but they are only used during
optimization and removed automatically before comparing the hypothesis
to the reference. For the phrase-based decoder, the best system is derived
from an intersection alignment and yields scores of 15.3 BLEU and 77.0
TER. Adding DWLs and Triplets further improves the performance to 15.5
BLEU and 76.1 TER.

Compared to the results of translations in the other direction, the trans-
lation quality is noticeably worse. Possible reasons for this are the rather
mixed grammar structure on the sign language part, which can be seen in
the trigram perplexity (see Table 6.1, p. 71). Furthermore, some words in
the sign language are repeated several times to either emphasize a part of
a sentence or to indicate a plural, whereas the exact number of repetitions
sometimes seems arbitrary.

Another issue for the translation system is the case of morphologically
rich languages such as German as the input language, where especially com-
pound words and inflected nouns pose a problem. We therefore reduced
the morphological complexity of the German source language by automatic
means. To achieve this, we parsed the data with a morpho-syntactic analy-
sis tool before the actual translation phase. The freely available tool Mor-
phisto1 [Zielinski & Simon 08] is based on a finite-state transducer with a
large database of German words, accurately reporting part-of-speech tags,
gender, case and possible split points for large compound words. However,
in the case of ambiguous split points it does not provide probability scores
for the various possible parsings. We therefore opted to always take the
entry consisting of the fewest split points possible. By doing so, we reduce
all words to their stem form and split large words automatically.

In Table 7.4, the results for this task are presented. The improvement
in BLEU is statistically significant for the phrase-based system, but there
is a slight deterioration in the hierarchical system. In both systems, TER
improves statistically significant.

7.3.3 Translating from Two Input Streams

In this section, we first will perform experiments on the translation direction
from NGT into spoken Dutch. The main problem that we try to address
is that of the parallel input channels, because the glosses are independently
annotated for each hand.

1http://www1.ids-mannheim.de/lexik/textgrid/morphisto/
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Table 7.4: RWTH-PHOENIX results for both decoders for the translation
direction spoken German to German Sign Language (Section 7.3.2)

PBT JANE
BLEU TER BLEU TER

Baseline 15.4 77.0 16.3 76.1
Split Input 15.9 75.7 16.1 74.1

While certainly more accurate, the annotation procedure of glossing each
hand independently presents a challenge for the translation system. The ex-
ample in Figure 6.11(a) (p. 73) shows that for some sentences, the dominant
hand covers all words of the sentence and the non-dominant hand remains
motionless for signs that only require one active hand. However, this is not
always the case. The example in Figure 6.11(b) shows the transcription of
a signer who switches the active signing hand within one sentence.

We perform three experiments. First, we only employ the right hand
information as our source input data and define this as our baseline. The
problem of this approach is obvious, since from the personal information of
the signers we know that some are left-handed, and an even larger portion
switch the dominant hand in between (see Table 7.5). The next approxima-
tion is to select for each sentence the glosses of the hand that signs more
words, an approach which we call active hand. In a third step, we parse
the annotation file again and match the timing of the individual glosses,
and time-align both gloss tiers, omitting word duplications whenever both
hands sign the same (merged hands). Note that even if this is the case,
the time boundaries for the glosses can differ greatly, e.g. when a signer
signs “NEWSPAPER” with both hands, keeps the non-dominant hand in
position but signs “COFFEE” with his dominant hand in the meantime,
a signed construction which could be translated to “drinking coffee while
reading the newspaper”. See Table 7.6 for a quantitative overview of these
methods.

The results can be found in Table 7.7. Switching from the right hand to
the active hand gives a statistically significant improvement of 1.4 absolute
(1.8% rel.) in the TER score, and the merged hand approach further im-
proves the BLEU score by statistically significant 1.9 absolute (22.9% rel.).
While in general the translation quality is still low, we expect to gain overall
better results with more data, and consider these results as a first step for
SLMT in a broader domain.
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Table 7.5: Dominant hand of all signers in the Corpus-NGT videos

Left Hand 5
Right Hand 59
Both Hands 14
Unknown 14

Table 7.6: Statistics for the left/right hand merging strategies of the Corpus-
NGT corpus (Section 7.3.3)

Glosses
Right Hand Active Hand Merged Hands

Train: Sentences 1699
Running Words 8 129 8 625 9 679

Vocabulary 1 066 1 099 1 175
Singletons 481 489 481

Test: Sentences 175
Running Words 875 967 1 227
Distinct Words 272 282 296

OOVs 46 48 56

Table 7.7: Corpus-NGT Jane results of different strategies for using two
gloss streams (Section 7.3.3)

BLEU TER

Right Hand 8.1 79.2
Active Hand 8.3 77.8
Merged Hands 10.2 77.4
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7.4 Optimizing Sign Language Machine Transla-
tion

Following the previous section, which concentrated on the preprocessing of
the sign language data, we will focus on the optimization of the translation
procedure. The experiments in this section are conducted on the translation
direction from German Sign Language into spoken German, which would be
the input of a video recognition system in an overall sign-to-speech archi-
tecture.

We begin by reviewing the standard optimization procedure of estimat-
ing the feature weights in the log-linear feature combination by selection of
a proper development set, in Section 7.4.1.

In Section 7.4.2, we will review the choice of the error measure and
examine whether the standard approach of optimizing on BLEU is actually
the best choice. We compare the system optimized on BLEU with the
second-best system with human evaluation.

In Section 7.4.3, we perform syntactically motivated experiments. In
[Stein & Schmidt+ 10], advanced models employing syntactic parser infor-
mation did not yield any improvements, so we focus on the alignment quality
and try to enhance the system performance with morpho-syntactic knowl-
edge.

In [Morrissey & Way+ 07], a collaborative effort with Dublin City Uni-
versity, we employed two different decoders but only expressed our intention
to combine them. In Section 7.4.4, we will produce different translations
with various techniques that perform similarly on the error measures but
lead to an improvement when applied in a system combination set-up.

7.4.1 On the Choice of the Development Corpus

The purpose of a development set is to obtain scaling factors λm for the
feature functions so that the translation system generalizes well to unseen
data. It is crucial to keep the development set separate from the training and
the test set, which is not a big constraint for normal-sized corpora since the
withheld sentences only make up a negligible portion (usually around .1%)
of the whole training set. In our case, however, holding back a development
set of the same size as our test set strips away 20% of the training mate-
rial. In this section, we are therefore looking for alternative optimization
approaches.

First, we define a traditional split into disjoint training and development
sets as our baseline. In [Massó & Badia 10], the authors claim that the best
way to optimize the scaling factors on their corpus is to train them on the
complete training set, thus not utilizing a development set at all. This ap-
proach, which we will denote as training-on-training, obviously bears the
danger of over-fitting. Instead, we create five different translation systems,
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baseline

training on training

leaving-513-out

Figure 7.2: Graphical representation of the different optimization methods
(Section 7.4.1)

Table 7.8: Results for the hierarchical phrase-based decoder on the various
development set decisions (Section 7.4.1)

BLEU TER

Baseline 22.0 73.9
Training-on-training 17.7 81.6
Leaving-513-out 23.0 72.0

each trained on a disjoint sub-set of the training corpus. In each optimization
iteration, we translate the parts of the training set with the same scaling fac-
tors but with different systems, concatenate the n-best lists of all individual
systems for a complete training set translation, and optimize them jointly.
We decided to split our training set into five disjoint sets, each excluding
513 sentences, and call this cross-validation procedure leaving-513-out. See
Figure 7.2 for a graphical representation.

The results can be seen in Table 7.8. We conducted a similar experiment
already in [Stein & Schmidt+ 10], where the training-on-training method
was lagging behind and performed (p < .1) worse than the classical ap-
proach. The optimization run for training-on-training deteriorated com-
pletely: when optimizing on the (known) training material, the method
obtained a BLEU score of 89.9, but was not at all able to generalize on
the with-held test set. The leaving-513-out method, on the other hand,
was able to obtain significantly better results on test than the classical split
into training-development-test in this approach. We are thus not able to
reproduce the findings of [Massó & Badia 10] on our corpus.
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Table 7.9: RWTH-PHOENIX results for the phrase-based decoder using
different optimization criteria (Section 7.4.2)

Test
Criterion BLEU TER PER

BLEU 24.3 65.7 57.9

TER 22.6 60.8 55.0
BLEU - TER 22.8 60.9 54.9
WER 22.2 60.8 55.1
PER 23.0 61.4 54.9

7.4.2 On the Choice of the Training Criterion

Current SMT systems are usually optimized on BLEU, that is, the scaling
factors λm of the log-linear model (Eqn. 3.16) are adjusted such that the
BLEU score on a development corpus is maximized. [Morrissey & Way 06]
however argued whether the standard metrics such as BLEU, the word er-
ror rate (WER, computed as the Levenshtein distance [Levenshtein 66]) or
PER are suitable for sign languages, since they were unable to produce inter-
pretable results. More precisely, the BLEU metric could in some instances
not find a single 4-gram that was correct and thus reports an overall score
of 0.

In the previous sections, we have already shown that an SMT system
can be set up and trained using the standard techniques, and the authors
themselves have already stated in [Morrissey & Way+ 07] that with newer
data and better translation systems, this problem no longer exists. However,
the question remains which evaluation metric is most suitable for training
(for spoken languages, see [Och 03, Mauser & Hasan+ 08]). In this section,
we optimized the phrase-based translation system on the different metrics.
The results are summarized in Table 7.9.

As expected, optimizing the system on BLEU leads to optimal perfor-
mance with regard to that measure, with all other systems being significantly
worse (p < .01). The PER system ranks second according to the BLEU
score, and performs much better in terms of TER. We thus conducted a
human evaluation on the PER and the BLEU systems and analyzed 100
random, blind test sentences as to which translation was closer to the ref-
erence, in terms of adequacy. Only the option “better than” or “worse
than” was given (while the order of the systems was blind and permutated).
Evaluator A found 34 sentences indistinguishable in quality, and preferred
42 sentences from the BLEU system, compared to 24 sentences where the
PER had the better translation. Evaluator B found (on a different set) 39
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Table 7.10: RWTH-PHOENIX results for the hierarchical phrase-based de-
coder on the alignment merging strategies (Section 7.4.3)

PBT JANE
BLEU TER BLEU TER

Baseline 24.6 64.9 24.3 67.3
Crunched Alignment 25.1 64.2 25.0 66.5

sentences indistinguishable, and gave favour to 30 BLEU system transla-
tions while preferring 31 sentences from the PER system. We felt that this
did not justify changing the optimization measure, and, for the following
experiments, we therefore stuck to BLEU as the optimization criterion.

7.4.3 Linguistically Motivated Approaches

The splitting and stemming of spoken German as in Section 7.3.2 is not
applicable for this translation direction, since it would now change the target
language and no longer match the reference, and reverting the changes in a
post-processing step is likely to introduce further errors. We can, however,
improve the alignment quality with the knowledge of the compound word
splittings. When splitting the words, we remember for each word whether
and were it was split, train the alignments with GIZA++ on the split corpus,
but crunch the alignment back to the previous positions. By doing so, the
alignment indices match the original word positions, but GIZA++ should
be able to make better estimates of its models. See Figure 7.3 for a graphical
representation of this technique.

The results can be found in Table 7.10. We already applied this method
successfully to medium-scale German corpora in [Popović & Stein+ 06], and
for this task, both systems improve over the best system from Table 7.3, as
well.

7.4.4 System Combination

Many other experiments we conducted resulted in systems with no signifi-
cant improvements but only comparative results. Nevertheless, the hypothe-
ses were distinct enough to be used in system combination. We generated
alternative hypotheses with the following translation system extensions: for
PBT, we use extended lexicon models, i.e. triplets and discriminative word
lexica, as explained in Section 4.3.2. For Jane, we use syntactic models,
i.e. soft syntactic labels and parse match as explained in Section 5.2 and
Section 5.3.
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(c) Crunched alignment.

Figure 7.3: Example of the alignment crunching effect, taken from the
RWTH-PHOENIX corpus, on the sentence “Tagsüber bleibt die Wolk-
endecke in Süddeutschland geschlossen” (Engl.: “During the course of the
day, the cloud cover in southern Germany remains dense.”). The word
“Wolkendecke” (“cloud cover”) is a singleton, but “Wolke” (“cloud”) is
of course well-known and “Decke” is known from “Schneedecke” (“snow
cover”). Thus, in (a) the alignment has errors, but for compound split Ger-
man in (b) the quality is much better. After crunching the alignment in (c),
the alignment structure matches the original German sentence.
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Table 7.11: RWTH-PHOENIX results for the phrase-based decoder using
extended lexicon models (Section 7.4.4)

BLEU TER

Baseline 24.5 64.9

Triplet 24.6 66.6
DWL 24.5 65.1

DWL+Triplet 24.6 64.1

Table 7.12: RWTH-PHOENIX results for the JANE decoder using syntactic
models (Section 7.4.4)

BLEU TER

Baseline 24.3 67.3

Syntactic Labels 24.3 67.3
Parsematch 24.5 67.0

Syntactic Labels + Parsematch 24.0 68.1

The results for extended lexicon models are summarized in Table 7.11.
While the triplet model and its combination with the DWL model do not
lead to improvements over the baseline in terms of BLEU, the TER score
improves when applying both models on the training data, but none of
the differences are statistically significant except for the bad TER score in
the triplet result. It seems that in the case of small corpora such as sign
language translation, the extended lexicon models tend to help less than on
large corpora.

The results for the syntactic models can be found in Table 7.12. Con-
sistent with our findings in [Stein & Schmidt+ 10], the translation quality
does not improve over the baseline; none of the results are significant, in
either direction. It seems that the methods are already too sophisticated
to work properly on the small training set, and that including them in our
optimization framework distracted the decoder more than it helped.

Results

See Table 7.13 for an overview of the systems that were chosen and the re-
sults of the system combination. The resulting hypothesis improves over the
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Table 7.13: RWTH-PHOENIX results of the final system combination (Sec-
tion 7.4.4)

System Method BLEU TER

Hierarchical System Union Alignment 24.3 67.3
Crunched Alignment 25.0 66.5
Syntactic labels + Parsematch 24.0 68.1

Phrase-based System Intersection Alignment 24.6 65.1
Crunched Alignment 25.1 64.2
DWL + Triplet 24.6 64.1

System Combination 26.0 63.8

best single system by 0.9 BLEU absolute (3.6% rel.), statistically significant
with p < .05, and by 0.4 TER absolute (0.6% rel.).

7.5 Conclusion

In this chapter, we focussed on the preparation and optimization of sign
language machine translation.

By comparison of different decoder paradigms, we investigated prepro-
cessing with sentence-end markers, extraction heuristics, and categorization
wherever applicable. Morphologically complex spoken languages as source
language should be preprocessed with proper morpho-syntactic tools in or-
der to facilitate the translation procedure. Parallel input channels of a
sign language as source language require an adequate mapping into a single
stream.

The second part of this chapter introduced suitably tailored techniques
for the optimization of scarce resource MT. We suggest a kind of cross-
validation for the scaling factor estimation, and proposed a technique for
improving the alignment that is able to work in compound split knowledge
without changing the reference. Finally, we derived several translation sys-
tems for system combination.

Overall, we tried to cover some open issues that came up in the recent lit-
erature on sign language translation. It might be interesting to see whether
these findings hold true for other under-resourced language pairs as well.
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8
Scientific Achievements

In this chapter, we will conclude our work based on the scientific goals as
stated in Section 2, and give an outlook towards future research directions.

• In Chapter 4, we introduced the open-source software Jane, which
was developed in the course of this thesis. Jane is a state-of-the-art
hierarchical toolkit made available to the scientific community. The
system in its current state is stable and efficient enough to handle
even large-scale tasks such as the WMT and NIST evaluations, while
producing highly competitive results.

• The system implements the standard hierarchical phrase-based trans-
lation approach and different extensions that further enhance the per-
formance of the system. Some of them, like additional reordering and
lexicon models, are exclusive to Jane.

• In Section 5.2, we presented parse matching as an easy to implement
syntactic enhancement. Contrary to the findings of [Chiang 05], we ob-
served statistically significant improvement on two out of three NIST
Chinese–English test sets: 0.6–0.8% BLEU absolute (1.8–2.6% rel.)
and 0.6–1.1% in TER absolute (1.0–1.7% rel.). We believe that this
can be attributed to a slightly more complex model that not only
marks syntactically valid phrases with a binary marker feature, but
also takes the distance to the next valid node into account.

• In Section 5.3, we reimplemented the soft syntactic label approach as
in [Venugopal & Zollmann+ 09], but restricted the number of possible
labels by relying on the parse match algorithm described above. The
method improved the translation quality measures considerably, by
up to 2.2% BLEU points absolute (6.6% rel.) in some test sets for
the Chinese–English translation direction, but also by a statistically
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significant 0.7% BLEU absolute (3.0% rel.) on the German–French
WMT ’10 test set.

• In Section 5.4, we presented our implementation decisions when ex-
tending the string-to-dependency approach as in [Shen & Xu+ 08], so
that the phrase table is not reduced to phrases which match certain
dependency conditions. By including merging errors during the de-
pendency tree reconstruction phase, we were able to see statistically
significant improvement on the NIST Chinese–English ’08 test set.
Despite the fact that the other test sets hardly changed at all, the
dependency language model rescoring performed better if the decoder
was optimized on the merging error features. With recombination, we
presented statistically significant improvements of up to 1.1% BLEU
absolute (3.5% rel.) on the NIST Chinese–English task. The improve-
ment for German–French was only slight, and the effect was mostly
seen in terms of a lower TER score.

• All three syntactic methods have been shown to improve the transla-
tion quality individually. In Section 5.5, we also applied all of them
simultaneously and compared their individual performance as well as
their combination ability on a common baseline. There seems to have
been a slight saturation when using all methods combined. While for
the eval set of the German–French task the BLEU score was high-
est, with a gain of 0.8% absolute (2.2% rel.) over the baseline, the
Chinese–English system does not improve over the single syntactic
labels system.

• In Chapter 6, we focussed on sign language corpora. We showed that,
even in the current literature, the reading and writing skills of many
Deaf show discrepancies when compared with hearing persons. We
analyzed the RWTH-PHOENIX corpus based on running words and
trigram perplexity, and by comparing the statistics to a small-sized
spoken language corpus (IWSLT). We found the domain of weather
forecasting to be suitable for our purposes. While the number of run-
ning words in RWTH-PHOENIX is merely 10% of the IWSLT data,
the type-token ratio is comparable, as is the numbers of singletons.

• In the same chapter, we also introduced and analyzed a new corpus
in spoken Dutch and Sign Language of the Netherlands, the Corpus-
NGT. We found it to be the next step towards a broader domain SLMT
system, with the recording setting allowing for more natural signing
by Deaf native speakers. The Corpus-NGT is scientifically quite in-
teresting, since it is in the challenging domain of guided discussion on
Deaf issues, and since the transcription lists both hands in individual
input streams.
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• In Section 7.3, we established several suitably tailored techniques for
the preparation of sign language data collections, to enhance MT per-
formance. With proper preprocessing of the source sentences, e.g. by
introducing sentence-end markers to the sign language, and by apply-
ing appropriate extraction heuristics, i.e. the extraction of unaligned
words, we were able to statistically significant improve over the base-
line by 3–4% in BLEU absolute (11.6–21.6% rel.) and 2–3% in TER
absolute (3.3–5.7% rel.) on the RWTH-PHOENIX task.

• We presented some solutions when a morphologically complex spoken
language is involved and an automatic parser is available. If this lan-
guage is the source language, we could improve translation quality by
up to 0.5% BLEU absolute (3.3% rel.) and 1.3% TER absolute (1.7%
rel.) by splitting words at their strong compound word points.

• In Section 7.4, we introduced suitably tailored techniques for the opti-
mization of scarce resource MT. We suggest a kind of cross-validation
for the scaling factor estimation, and proposed a technique for improv-
ing the alignment that is able to work in compound split knowledge
without changing the reference. Finally, we derived several transla-
tion systems for a system combination, which produces a statistically
significant improvement of 0.9% BLEU absolute (3.6% rel.) over the
best single system.

In general, this thesis focussed on feature functions that are soft in the
sense that they do not restrict the decoder from certain translation possi-
bilities. A large portion of the models covered in the previous chapters try
to incorporate linguistic knowledge, but we also made use of purely statis-
tical models such as discriminative word lexica. Even if a reduction of the
phrase table size sometimes leads to improvements in translation quality
(e.g. [Johnson & Martin+ 07]), we believe that even the most careful prun-
ing always throws away useful information. We consider soft features to be
a preferable approach, since these can be used to penalize certain phrases,
but they will never narrow the number of possibilities for the decoder.

What do our findings suggest for the field of sign language machine
translation? The enthusiasm over a strong baseline put aside, there are still
many open problems that have to be covered in the future. The weather
forecast domain might be suitable for machine translation, but the impact
and usefulness for the Deaf community is rather low. The possible benefits
of the domain of open discussions about Deaf related issues as found in
the NGT corpus are much higher, but the influence of an erroneous sign
language recognition input on the machine translation output has yet to be
analyzed in full detail. Moreover, the parallel and spatial nature of sign
languages has only been covered to a very limited degree in this article.
Two input channels for the left and the right hand will not suffice when it
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comes to body posture and facial expression information. Another upcoming
and important challenge is the proper handling of classifiers (e.g. a hand
movement indicating a car driving slopes up on a mountain road). We
believe though that many of these problems are solvable, given that sufficient
data is available to feed the corpus-based algorithms.

Overall, we covered some open issues that came up in the recent liter-
ature on sign language translation. It might be interesting to see whether
these findings hold true for other under-resourced language pairs as well.
Generally speaking, though, we believe that it is worthwhile to try as many
techniques as possible even on these small corpora, since a lot of different
approaches help to achieve a better translation quality and since the exper-
iments run quite fast due to the limited size of the training material.
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B
Overview of the Corpora

In this chapter, we list the statistics of the spoken language corpora that are
used throughout this thesis. For a statistic of the signed language corpora,
see Section 6.2 on page 66.

B.1 NIST Chinese–English

For the Chinese-English NIST, we use a selected subset of the available
training material to arrive at a medium sized training corpus. Table B.1
shows the statistics of the data.

B.2 GALE Arabic–English

For Arabic-English, a phrase table has been produced from a parallel train-
ing corpus of 2.5 M Arabic-English sentence pairs. Note that we did not
run translation experiments on this task in the course of this thesis, but
merely used the language pair to derive statistics of the syntactic models in
Chapter 5. Table B.2 shows the statistics of the data.

B.3 QUAERO German–French

The corpus for German to French translation is taken from the QUAERO
project and features european parliament speeches as well as news commen-
tary collections. The corpus statistics can be found in Table B.3.
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Table B.1: Data statistics for the preprocessed Chinese–English parallel
training corpus.

Chinese English

Train: Sentences 3,030,696
Running Words 77,456,152 81002954

Vocabulary 83,128 213076
Singletons 21,059 95544

nist02/04: Sentences 2,666
Running Words 76,080 88,720
Distinct Words 8,102 7,647

OOVs (Running Words) 34 499

nist05: Sentences 1,082
Running Words 32,096 34,390
Distinct Words 5,159 4,805

OOVs (Running Words) 12 188

nist06: Sentences 1,664
Running Words 40,689 46,183
Distinct Words 6,139 5,648

OOVs (Running Words) 41 254

nist08: Sentences 1,357
Running Words 34,463 42,281
Distinct Words 6,209 5,606

OOVs (Running Words) 16 231
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Table B.2: Data statistics for the preprocessed Arabic–English parallel train-
ing corpus. Numbers have been replaced by a special category symbol.

Arabic English

Train: Sentences 2,514,413
Running Words 54,324,372 55,348,390

Vocabulary 264,528 207,780
Singletons 115,171 91,390

Dev: Sentences 1,797
Running Words 49,677
Distinct Words 9,274

OOV [%] 0.5

Test: Sentences 1,360
Running Words 45,095
Distinct Words 9,387

OOV [%] 0.4

Table B.3: Data statistics for the preprocessed German–French parallel
training corpus.

German French

Train: Sentences 1,985,807
Running Words 47,287,523 53,056,873

Vocabulary 196,306 145,042
Singletons 79,563 52,692

Dev: Sentences 2,121
Running Words 56,107 61,831
Distinct Words 9,390 8,422

OOVs (Running words) 637 831

Test: Sentences 2,007
Running Words 54,034 58,744
Distinct Words 9,200 8,300

OOVs (Running words) 597 640
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C
Sign Language Gloss Annotation Conventions

Signs are annotated as follows:

AAA The signs are usually written like the German target word. They
are denoted in base form and in upper case. If one gloss represents
multiple German words, these are separated by a hyphen.
Example: BILD, WIE-IMMER, NICHT-HABEN, VOR-3-JAHRE

A+B+C If a word is signed in finger alphabet, its letters are separated
by a plus sign. When the name is not signed entirely, only the signed
letters are written, and any additional information is put in brackets
and marked appropriately (e.g. “mb” for “Mundbild”)
Example: J+E+M+E+N, B+A+R-(mb:barroso)

AAA+AAA Compounds that form a single entity but yet consist of two
or more signs are concatenated with a plus, as well.
Example: EUROPA+PARLAMENT, DATEN+SCHUTZ+GESETZ

FOUR Numerals are written as words.
Example: VIER, NEUNZEHN+HUNDERT

AAA1,AAA2 Dialects or different signs with the same semantic are marked
with a number.
Example: FRAU1, FRAU2

IX-(loc:a) The location of deictic signs within one sentence is labelled al-
phabetically.

negalp,neg Simple negation is marked with neg, negation via alpha rule is
marked with negalp.
Example: negalp-KÖNNEN, neg-sagen
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mb The mouthing which differs from the DGS-Lexem (e.g. “schlecht” is
signed, but the mouth forms the English “bad”) is marked with mb.
Example: SCHLECHT-(mb:bad), KONKURRENZ-(mb:wetter)

ich-AAA-a Verbs that are flexed and thus carry subject and object infor-
mation will be marked with lower case words. The subject is written
in front of the verb, the object is written after the verb.
Example: ich-GEBEN-a, a-BESUCHEN-b

<ON>, <OFF>, <PAUSE> Onset and offset, i.e. when the hands of a
signer are not visible, are marked in brackets, as are longer hesitations.

AAA++ Simple plural forms and verbs that signify a constant repetition
are marked with a double plus.
Example: FRAGEN++, VERKAUFEN++, POSITION++

AAA AAA AAA Whenever the repetition refers to an actual number, it
is not marked with a plural sign but the gloss is repeated.
Example: FRAGEN FRAGEN

poss-AAA Possessive signs are marked with the prefix “poss-”
Example: poss-MEIN, poss-SEIN

<EMP> Mimic without signing or non-verbal communication is marked
separately.
Example: <EMP>-(mk:tja)

lh-AAA rh-AAA Phrases that are executed with different hands are tran-
scribed with “lh” for left hands and “rh” for right hands.
Example: rh-BANK lh-VERSICHERUNG
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J. Bungeroth, D. Stein, H. Ney: Language Model Adaptation For a Speech
to Sign Language Translation System Using Web Frequencies and a Map
Framework. In Interspeech 2008, Brisbane, Australia, Sept. 2008.

[Dreuw & Forster+ 10a] P. Dreuw, J. Forster, Y. Gweth, D. Stein, H. Ney,
G. Martinez, J. Verges Llahi, O. Crasborn, E. Ormel, W. Du, T. Hoyoux,
J. Piater, J.M. Moya Lazaro, M. Wheatley: SignSpeak – Understanding,
Recognition, and Translation of Sign Languages. In 4th Workshop on

118



the Representation and Processing of Sign Languages: Corpora and Sign
Language Technologies, Valletta, Malta, May 2010.

[Dreuw & Forster+ 10b] P. Dreuw, J. Forster, Y. Gweth, D. Stein, H. Ney,
G. Martinez, J. Verges Llahi, O. Crasborn, E. Ormel, W. Du, T. Hoyoux,
J. Piater, J.M. Moya Lazaro, M. Wheatley: SignSpeak – Understanding,
Recognition, and Translation of Sign Languages. In 4th Workshop on
the Representation and Processing of Sign Languages: Corpora and Sign
Language Technologies, Malta, May 2010.

[Dreuw & Stein+ 07] P. Dreuw, D. Stein, H. Ney: Enhancing a Sign Lan-
guage Translation System with Vision-Based Features. In International
Workshop on Gesture in Human-Computer Interaction and Simulation,
pp. 18–20, Lisbon, Portugal, May 2007.

[Dreuw & Stein+ 08] P. Dreuw, D. Stein, T. Deselaers, D. Rybach, M. Za-
hedi, J. Bungeroth, H. Ney: Spoken Language Processing Techniques for
Sign Language Recognition and Translation. Technology and Disability,
Vol. 20, No. 2, pp. 121–133, June 2008.

[Dreuw & Stein+ 09] P. Dreuw, D. Stein, H. Ney: Enhancing a Sign Lan-
guage Translation System with Vision-Based Features. Gesture-Based
Human-Computer Interaction and Simulation, Vol. 5085, No. 1, pp. 108–
113, Jan. 2009.

[Efthimiou & Fotinea+ 09] E. Efthimiou, S.E. Fotinea, C. Vogler, T. Hanke,
J. Glauert, R. Bowden, A. Braffort, C. Collet, P. Maragos, J. Segouat:
Sign Language Recognition, Generation, and Modelling: A Research Ef-
fort with Applications in Deaf Communication. In C. Stephanidis, edi-
tor, Universal Access in Human-Computer Interaction. Addressing Diver-
sity, Vol. 5614 of Lecture Notes in Computer Science, pp. 21–30. Springer
Berlin / Heidelberg, 2009.

[Fiscus 97] J.G. Fiscus: A post-processing system to yield reduced word
error rates: Recognizer Output Voting Error Reduction (ROVER). In
Proc. of Automatic Speech Recognition and Understanding Workshop
(ASRU), pp. 347–354, 1997.

[Fletcher & Powell 63] R. Fletcher, M.J.D. Powell: A Rapidly Convergent
Descent Method for Minimization. The Computer Journal, Vol. 6, No. 2,
pp. 163–168, 1963.

[Forster & Stein+ 10] J. Forster, D. Stein, E. Ormel, O. Crasborn, H. Ney:
Best Practice for Sign Language Data Collections Regarding the Needs of
Data-Driven Recognition and Translation. In 4th Workshop on the Repre-
sentation and Processing of Sign Languages: Corpora and Sign Language
Technologies, pp. 92–97, Valletta, Malta, May 2010.

119



[Groves & Way 05] D. Groves, A. Way: Hybrid example-based SMT: the
best of both worlds? In Proceedings of the ACL Workshop on Building
and Using Parallel Texts, ParaText ’05, pp. 183–190, Stroudsburg, PA,
USA, 2005. Association for Computational Linguistics.

[Hasan & Ganitkevitch+ 08] S. Hasan, J. Ganitkevitch, H. Ney, J. Andrés-
Ferrer: Triplet Lexicon Models for Statistical Machine Translation. In
Proc. of the Conference on Empirical Methods for Natural Language Pro-
cessing (EMNLP), pp. 372–381, Oct. 2008.

[Hasan & Ney 09] S. Hasan, H. Ney: Comparison of Extended Lexicon
Models in Search and Rescoring for SMT. In Proc. of the Human Lan-
guage Technology Conference / North American Chapter of the Asso-
ciation for Computational Linguistics (HLT-NAACL), Vol. Companion
Volume: Short Papers, pp. 17–20, Boulder, CO, USA, June 2009.

[He & Way 09] Y. He, A. Way: Improving the objective function in min-
imum error rate training. In Proc. of the Machine Translation Summit,
Ottawa, Canada, Aug. 2009.

[Heger & Wuebker+ 10] C. Heger, J. Wuebker, M. Huck, G. Leusch, S. Man-
sour, D. Stein, H. Ney: The RWTH Aachen Machine Translation System
for WMT 2010. In Proceedings of the Joint Fifth Workshop on Statisti-
cal Machine Translation and MetricsMATR, pp. 93–97, Uppsala, Sweden,
July 2010. Association for Computational Linguistics.

[Hermans & Knoors+ 08a] D. Hermans, H. Knoors, E. Ormel, L. Verho-
even: Modeling Reading Vocabulary Learning in Deaf Children in Bilin-
gual Education Programs. Journal of Deaf Studies and Deaf Education,
Vol. 13:2, pp. 155–174, Spring 2008.

[Hermans & Knoors+ 08b] D. Hermans, H. Knoors, E. Ormel, L. Verho-
even: The Relationship Between the Reading and Signing Skills of Deaf
Children in Bilingual Education Programs. Journal of Deaf Studies and
Deaf Education, Vol. 13:4, pp. 519–530, Fall 2008.

[Huang & Chiang 07] L. Huang, D. Chiang: Forest Rescoring: Faster De-
coding with Integrated Language Models. In Proc. of the Annual Meeting
of the Association for Computational Linguistics (ACL), pp. 144–151,
Prague, Czech Republic, June 2007.

[Huck & Vilar+ 11a] M. Huck, D. Vilar, D. Stein, H. Ney: Advancements in
Arabic-to-English Hierarchical Machine Translation. In 15th Annual Con-
ference of the European Association for Machine Translation, pp. 273–280,
Leuven, Belgium, May 2011. European Association for Machine Transla-
tion.

120



[Huck & Vilar+ 11b] M. Huck, D. Vilar, D. Stein, H. Ney: Lightly-
Supervised Training for Hierarchical Phrase-Based Machine Translation.
In EMNLP 2011 Workshop on Unsupervised Learning in NLP, pp. 91–96,
Edinburgh, UK, July 2011.

[Huck & Wuebker+ 11] M. Huck, J. Wuebker, C. Schmidt, M. Freitag,
S. Peitz, D. Stein, A. Dagnelies, S. Mansour, G. Leusch, H. Ney: The
RWTH Aachen Machine Translation System for WMT 2011. In EMNLP
2011 Sixth Workshop on Statistical Machine Translation, pp. 405–412,
Edinburgh, UK, July 2011.

[Huenerfauth 03] M. Huenerfauth: A Survey and Critique of American
Sign Language Natural Language Generation and Machine Translation
Systems. Technical Report MS-CIS-03-32, University of Pennsylvania,
September 2003.

[Johnson & Martin+ 07] J.H. Johnson, J. Martin, G. Foster, R. Kuhn: Im-
proving Translation Quality by Discarding Most of the Phrasetable. In
Proceedings of EMNLP-CoNLL, pp. 967–975, Prague, Czech, 2007.

[Kanis & Müller 09] J. Kanis, L. Müller: Advances in Czech – Signed
Speech Translation. In Lecture Notes in Computer Science, Vol. 5729,
pp. 48–55. Springer, 2009.

[Kanis & Zahradil+ 06] J. Kanis, J. Zahradil, F. Jurč́ıček, L. Müller: Czech-
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