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Abstract—This paper proposes the improvement of context
dependent modeling for Arabic handwriting recognition. Since
the number of parameters in context dependent models is huge,
CART trees are used for state tying. This work is based on a new
set of questions for the CART tree construction based on a “lossy
mapping” categorization of the Arabic shapes. The used system is
a combination of Hidden Markov Models and Recurrent Neural
Networks using the hybrid approach. A comparison between a
Neural network trained using the baseline labels and another
one based on the CART tree labels is done. The experimental
results show that the use of the CART labels for the Neural
Network training beneficial. The lossy mapping based CART
tree performed better than the baseline system. An absolute
improvement of 2.9% in terms of Word Error Rate is performed
on the test set of the OpenHaRT database.

Keywords—Arabic Handwriting Recognition, Context Depen-
dent Modeling, Hidden Markov Models, Recurrent Neural Networks

I. INTRODUCTION

The improvement of Arabic handwriting recognition sys-
tems is a more challenging task. This can be seen by the im-
provement of the results in the evaluations organized regularly
in this field [1], [2]. The designed systems are more robust
and the tasks are also more difficult with larger datasets and/or
harder inputs [3].

Hidden Markov Models (HMMs) are one of the most
successful techniques used for large vocabulary handwriting
recognition [4]. Recurrent Neural Networks (RNNs) are also
one of the techniques that ameliorated the systems for hand-
writing recognition [5]. HMMs/RNNs combination was also
used for handwriting recognition [6].

HMMs are used generally in an analytical approach in
which the basic model is the character. Handwritten characters
are heavily influenced by their context. Therefore, the use
of the contextual information is very important in modeling
characters. Context Dependent Modeling is one of the stan-
dard components used in building speech recognition systems
[7], [8]. This approach was also successful for handwriting
recognition systems.

Fink and Plotz proposed in [9] the use of context dependent
modeling for HMMs based off-line handwriting recognition.
The paper discusses the utility of using such models for off-line
handwriting recognition. The number of parameters to estimate
is huge for the context dependent model. Therefore state tying
using a data driven approach is proposed. The used method
merges tri-character units in a data-driven manner on the
level of individual HMM states by applying an agglomerative

clustering procedure. The authors applied the proposed model
for English handwriting recognition.

Prasad et al. proposed context dependent glyph modeling
for Arabic printed text recognition in [10]. The glyphs are a
transformation of the base-form characters transcripts based on
the character shape. The glyph modeling is improved by con-
text dependent modeling. The context dependent models are
trained using decision tree based state tying. The decision tree
is trained using predefined questions regarding the character
shape.

Contextual and dynamic information is used in [11] for
handwriting recognition. Feature extraction is performed using
a dynamic approach using derivative features. A horizontal
derivation of feature vectors in order to capture a wider tem-
poral context at the frame level. Context dependent modeling is
used with decision trees for state tying. The context dependent
and independent systems are combined using a neural network.
The proposed approach is validated using Latin and Arabic
handwriting datasets.

Using successful approaches from speech recognition to
improve handwriting recognition is very important but not
sufficient. This paper proposes the improvement of context
dependent modeling for Arabic handwriting recognition. The
state tying is improved by using a more robust set of questions.
Moreover the CART labels are used to train an RNN. We used
a hybrid HMM/RNN system for the validation of the proposed
modeling.

The rest of the paper is organized as follows. Section II will
give an overview of the used recognition system. The context
dependent modeling is then presented in Section III followed
by the Arabic shapes classification in Section IV. Finally the
Experimental results and the conclusion and future work are
presented in the last two Sections.

II. SYSTEM OVERVIEW

A. Appearance based Feature Extraction

The used features are simply the pixels values. The input
images are first scaled to a fixed height. After that, a sliding
window is applied following the direction of the handwriting
with a maximum overlap, i.e the window is moved by 1 pixel.
The center of gravity (COG) of the black pixels is calculated
for each window. The window is re-positioned such that the
COG will be in the center of the window. The pixel values
resulting from the repositioned windows are used as features
vectors. Figure 1 presents an example of the used sliding
window.
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Fig. 1. Feature extraction using a sliding window: pixel values are extracted
from a repositioned window such that the center of gravity is in the middle.

B. Visual Model

The baseline system is based on Gaussian Mixture Hidden
Markov Models (GHMMs). The main goal is to search an
unknown word sequence wN

1 := w1, . . . , wN , for which the
sequence of features xT

1 := x1, . . . , xT fits best to the trained
models. We maximize the posterior probability p(wN

1 |xT
1 )

over all possible word sequences wN
1 with unknown number

of words N . This is described by the Bayes’ decision rule
presented in Equation 1.

xT
1 → ŵN

1 (xT
1 ) = argmax

wN
1

{
pκ(wN

1 )p(xT
1 |wN

1 )
}

(1)

with κ being a scaling exponent of the language model.

The used model is a GHMM with a Bakis topology, i.e.
each state has a transition to the two next states. Each Gaussian
is shared between two successive states. This property guaranty
that each Gaussian is visited at least once. Further, we do
not train the state transition probabilities but use fixed time
distortion penalties instead. The size of the Arabic characters
are very different. The number of HMM states is therefore
estimated using the so called Model Length Estimation (MLE)
presented in [12]. The characters are divided into MLE labels
with one Gaussian for each them. Each character have a
predefined number of MLE labels which is dependent on the
number of states. Statistics on the state occupancy of each
character are first collected from an initial good alignment.
The number of states is finally the median value of all the
performed statistics.

C. HMM/RNN combination

We apply the HMM trained on the estimated MLE labels
in a forced alignment mode to the training data in order to
generate a concrete labeling of all frames extracted during
feature extraction. Afterwards the labeled frames are fed into
a long short-term memory recurrent neural network (LSTM-
RNN) which is trained to estimate the posterior distribution
over the MLE labels for each frame. Two combination schemes
for the final HMM/LSTM-RNN system combinations are com-
mon. In contrast to the tandem approach, where the activations
of the RNN are mapped to some feature vector that is used
to train a new HMM recognition system, we directly use
the posteriors estimated by the softmax output layer of the
LSTM-RNN to simulate the emission probability distributions
of a previously trained HMM according to Equation 2. This
combination technique is referred to as hybrid approach.

p(xt|st, w) = p(st, w|xt) · p(xt)

p(st, w)α
(2)

where α is the priori scaling factor. Note that we can drop
the p(xt) term on the right hand side of Equation 2 when

searching for the most likely word sequence. In Figure 2 the
integration of the LSTM-RNN is illustrated as a flow network.
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Fig. 2. Flow network of the hybrid HMM/LSTM-RNN combination approach.
A baseline HMM creates a frame-wise labeling of the training data that is used
to train the LSTM-RNN. During recognition the posterior estimates given
by the output layer of the LSTM-RNN are used to simulate the emission
probabilities of an HMM.

In our experiments results of the hybrid approach are
competitive with the tandem approach with the advantage of
avoiding the training of a new HMM. Therefore we opted
for the use of the hybrid approach in this work. Decoding is
performed in the traditional HMM framework. We chose this
approach over CTC [5] because it enables us to include higher
n-gram models for language modeling during decoding. The
topology of the network consists of an input layer with one
unit for each of the 35 components of the feature vector, three
hidden layers with 500 LSTM memory cells in each layer and
an output layer containing one unit per label or CART state.

D. Language Model

The n-gram LM is trained using text data collected from
freely available newspapers and forums [13]. The number of
running words for LM training is about 1 billion words. The
LM training text is preprocessed before training in order to
normalize the Arabic text. Indian digits , which are widely used
in Arabic text, are mapped to Arabic (the lexicon contains only
Arabic digits). The numbers are reversed including optional
decimal points and then the digits of the numbers are separated
by spaces. Punctuation and special characters are separated
from the words. These two steps are important to reduce the
noisy text which allows to have a better distribution of the
probabilities.

The N most frequent words in the training corpus are used
in the vocabulary for all the conducted experiments. The LM
is a standard n-gram trained using the SRILM toolkit [14] with
interpolated Kneser-Ney smoothing.

III. CONTEXT DEPENDENT MODELING

The idea of context dependent modeling in the HMM
framework is that the HMM will model a character within
its context. The context is defined by the previous and next
characters. This advantage of this type of modeling is very
clear for handwriting. The writing style of the current stroke
is always affected by its context: previous and future strokes.
Figure 3 shows an example of the importance of context in
Arabic handwriting.

Modeling characters within context cause practical prob-
lems for parameter estimation. The number of free parameters
is huge if compared to the case of context independent model-
ing. State tying is essential to reduce the number of parameters
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Fig. 3. Example of context dependency in Arabic handwriting: the character�� in its beginning form is written differently in different contexts by the same

writer.

[15]. State tying aims to determine the states which share the
same Gaussian distributions in the context of GHMMs.

There are multiple methods for state tying. The data driven
method is based on state clustering. The main drawback of this
method is that the tri-characters which are not seen in the train-
ing data are not tied to any model in the clusters. The solution
is to use backing off models with simple generalization of the
tri-characters to di-characters and mono-characters.

Decision trees are one of the most used methods in speech
recognition systems. The objective is to tie the states which
are similar. Decision trees are binary trees in which the inner
nodes are tagged with questions and the leaves are tagged with
class labels.

The construction of the CART tree is described with more
details in [16]. The tri-characters states with similar emission
probability distributions are tied together. A distance measure
is used to define the similarity between the states. For calculat-
ing this distance, a single Gaussian distribution is estimated for
every tri-character state using a baseline alignment of the data.
The states are grouped into a root node AB. This node is then
split using the question (out of the predefined set of questions)
which gives the biggest likelihood improvement LLI(A,B)
for the child nodes A and B. The calculation of the likelihood
improvement is presented in Equation 3.

LLI(A,B) = LL(AB)− (LL(A) + LL(B))

= −1

2

(
nA

D∑
d=1

log

[
σ̂d,AB

σ̂d,A

]2
+ nB

D∑
d=1

log

[
σ̂d,AB

σ̂d,B

]2) (3)

where nX is the number of observations for node X , D is
the dimensionality of the feature vector, and σd,X the variance
of component d of node X . The question is assigned to the
tree node and the tri-character states are distributed over the
two child nodes according to the question. This procedure
is repeated until the predefined maximum number of leaves
is reached. The resulting state tree is used for both training
and recognition. An initial “good” segmentation should be
used to calculate the likelihood improvement. The alignments
generated by the context independent model are generally used.

The questions used in the CART construction concern the
data to be classified using the tree. The questions are generally
predefined using prior knowledge about the data. There are
standard questions used in speech recognition systems based
on phonetic properties (e.g. “ Is the left context a vowel? “).
The phonetic classes are predefined in the system. The ques-
tions used for CART trees generation in speech recognition
systems are well defined and are almost standard for this field.
Table I gives some examples of the phoneme classes used in
the speech recognition systems.

TABLE I. EXAMPLES OF THE QUESTIONS USED FOR STATE TYING IN

SPEECH RECOGNITION (ENGLISH)

Classes Phonemes Examples
Vowels ao aa iy uw eh ih uh ah ae

Diphthongs ey ay ow aw oy

Semi vowels y w

Liquids l r

There is no standard set of questions used for CART trees
construction in Arabic handwriting recognition. The adopted
list of questions used in our previous work in [17] was
based in a rough classification of the Arabic characters. The
amelioration of this work can be done by the definition of
questions based on a more robust classification. The next
Section proposes the use of a well-known model to classify
the Arabic characters based on their shapes.

IV. DECISION TREE QUESTIONS FOR ARABIC

HANDWRITING

Arabic handwriting is cursive and the context has an
influence on the way of writing. The position of a character
as well as its context are important to define its shape. These
basic information concerning Arabic handwriting style must
be exploited to build a handwriting recognition system.

Generally, an Arabic character can be written in different
ways depending on its position. We can find 1 to 4 variants
for each character. Basically, the Arabic handwriting contains
28 letters. If we take into account position dependency we
can reach more than 100 different forms. We have to say that
some of these characters can be rare if using limited training
data. Figure 4 presents some examples of characters written
differently in different positions.

Fig. 4. Examples of the same characters in different positions in the word.

As presented in the figure, the character �� for example has

a totally different shape in the positions start and end (left
top of Figure 4). All the other images illustrate examples of
some characters which have totally different shapes when the
position of the character changes in the word. The information
regarding the character position is generally unavailable for
the Arabic handwriting databases. The IfN/ENIT database [18]
contains additional information in the transcriptions regarding
position and special shapes of characters like ligatures. This
database is for small vocabulary recognition since it consists
of images of Tunisian city names.

There are characters in the Arabic language which are never

linked to the next context like
�
�, �, �, etc. Therefore, the next

character is written in its start form. There are 4 possible forms
of the characters: “start”, “middle”, “end” and “alone” forms.
The position dependent characters are tagged with B for begin,
M for middle, E for end and A for alone.
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Pred. 	
�?

Succ.
�?

32

[yes] [no]

Succ. 	 ��?

10

[yes] [no]

[yes] [no]

Fig. 5. Example of a CART tree: the root of the tree contains the question
“is the predecessor character belongs to the class 	
�?”, if the response is
“yes” the next question that comes is “is the successor character belongs to
the class 	 ��?”, if “yes” then the selected mixture index is “0”.

The Arabic characters can be classified depending on their
shapes. In [19] the Arabic shapes are divided using a “lossy
mapping”. The dots and the “hamzas” are deleted to classify
the similar shapes together. The classification of the Arabic
characters using the “lossy mapping” model is presented in
Table II.

TABLE II. CLASSIFICATION OF THE ARABIC CHARACTERS USING THE

“LOSSY MAPPING” MODEL

B M E A
���

�� ��� �� ��
�
� �� � �

	�� 	�� 	�� 	�� � 	��� 	��� �� � ��� ��� �� �� ��
	�� 	 ��� ��� ��
	�� 	��� 	��� 	��� �� �

��� �� �� ��� ��
	� 	 �� 	�� 	�� 	 ��� 	�� �  � !�  � � " # "�

$� �$� % �%
&� �$� � �%

	' 	 �' 	(� 	 �(� )� �)� * �*
	+ 	 �+ 	,� 	 �,� -� �-� . �.
	/ 	 �/ 	
� 	 �
� 0� �0� 1 �1
	2 	 �2 	3� 	 �3� 4� �4� 5 �5
	 �� 	 �6� �7� ��
	�� 	�6� �8� �9
	: 	;� <� =
	> 	?� @� A
	B 	C� D� E
	F 	G� �H� H� � 

I� �I� � ���

Each cell of the Table II is used in the questions used
in the CART tree construction. The colored characters are
the representatives of the questions. The special characters
like punctuations are divided into two major questions: is the
character big or small?. The used corpus described in the next
Section contains also Latin characters. Again two questions
are added to know if the the neighboring character is written
with capital or lowercase letters. More questions can be added
for the Latin characters but the described system is Arabic and
the number of Latin characters used in the system is not big.
Figure 5 presents an example of the used CART tree.

As explained before, the questions which are selected
in the final CART are dependent on the statistics collected
from initial alignments. These questions should maximize the
likelihood improvement LLI as presented in Equation 3. The
leaves of the tree are simply the mixtures indexes of the
GHMM.

V. EXPERIMENTAL RESULTS

A. Database

The OpenHaRT database is used in the validation step. This
dataset is provided by the MADCAT1 (Multilingual Automatic
Document Classification Analysis and Translation) program
within the context of the OpenHART evaluation2. The data
consists of more than 40k handwritten pages with text chosen
from web forums and newspapers. Table III gives statistics
detailing the used data.

TABLE III. OPENHART DATASET STATISTICS

Train set Dev set Test set
# of pages 42,148 470 633

# of paragraphs 182,879 1,832 3,144

# of words 4,361,056 48,832 77,628

# of characters 23,324,011 266,121 349,422

B. System Parameters

The recognition system is based on the RWTH Aachen
University Open Source Speech Recognition Toolkit [20].
LSTM-RNN training was performed with a GPU based im-
plementation using the Theano Python library [21].

Three different systems are compared in the experiments.
The baseline system is the context independent recognition
system using the MLE labels (we will call it “Context In-
dependent”). Two systems based on the CART labels are also
compared which are referred respectively as “Baseline CART”
and “Lossy mapping CART” (this work). All systems are
hybrid HMM/LSTM-RNN combinations. The LSTM-RNNs
of the three systems were trained on roughly 90% of the
training data (214.8M frames). About 10% (21.6M frames)
of the training data was used as hold-out set in order to detect
convergence of the LSTM-RNN training. The gradient descent
training converged after 3-5 epochs using a fixed learning
rate of 0.001 with momentum term. The parameters of the
compared systems are presented in Table IV.

TABLE IV. COMPARISON OF TRAINING/RECOGNITION PARAMETERS

FOR THE DIFFERENT SYSTEMS

Context Baseline Lossy mapping
Independent CART CART

# of labels 1680 5000 6000

# of densities 420,404 1,587,066 1,615,289

# of weights 11,829,698 15,153,018 16,154,018

The number of densities in the baseline HMM is obviously
increasing if the number of labels increases. Similarly each
additional label requires the corresponding unit in the output
layer of an LSTM-RNN to be connected to the 500 units
of the previous hidden layer which increases the number of
parameters accordingly. The number of CART labels is not
fully tuned for this work. However, former experiments using
the old CART showed that a larger CART complexity did not
lead to further improvements in recognition performance.

Recognition is done by a 400k vocabulary with a 4-gram
closed vocabulary language model. This vocabulary gave a
perplexity of 362 on the dev data. The Out-Of-Vocabulary

1http://www.itl.nist.gov/iad/mig/tests/madcat/index.html
2NIST Open Handwriting Recognition and Translation Evaluation (Open-

HART 2013) http://www.nist.gov/itl/iad/mig/hart2013.cfm
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(OOV) rate is 4.52% on the dev set and 7.65% on the test
set. A language model scale κ of 10 gave best results in our
experiments.

C. Results

The Word Error Rates (WER) and the Character Error
Rates (CER) of the different systems are reported in Table
V.

TABLE V. RESULTS ON THE OPENHART DATABASE (IN %)

dev test
WER CER WER CER

Context Independent 19.1 8.9 22.8 11.9

Baseline CART 16.4 6.4 20.3 8.9

Lossy mapping CART 15.9 5.8 19.9 8.3

The parameters of LM scale, priori scale and time distor-
tion penalties are optimized using the dev set. The results show
that the system performance of the context dependent systems
are better than the context independent one. The new CART
improved the system performance from 16.4% to 15.9% in
terms of WER for the dev set. The improvement is also shown
in terms of CER from 6.4% to 5.8%.

When measuring the number of missclassified frames
during HMM training on the designated hold-out set, we
observed that the CART systems arrive at a frame error of
24.7% while the context independent system has a frame
error that is about 1% smaller absolutely. However, in the
final hybrid HMM/LSTM-RNN recognition we see that the
posterior estimates over the highly differentiated labels of the
CART models provide more information to the HMM during
decoding. The results on the test set show a better improvement
when using the lossy mapping CART. The WER goes down
from 20.3% to 19.9% and the CER from 8.9% to 8.3%. An
absolute improvement of 2.9% in terms of WER and 3.8% of
CER is performed by using the context dependent labels and
by using the lossy mapping CART. The new lossy mapping
CART gave an absolute improvement of 0.4% in WER and
0.6% in CER if compared to the old CART.

D. Statistical Significance Test

The absolute improvements in terms of WER from the
system based on the baseline CART to the lossy mapping cart
system are 0.5% and 0.4% respectively for the dev and test
sets. A statical significance test based on the work presented
by Bisani and Ney in [22] is performed. The Probability Of
Improvement (POI) is presented in Table VI.

TABLE VI. STATISTICAL SIGNIFICANCE TEST: COMPARISON

BETWEEN THE SYSTEMS BASED ON THE BASELINE AND THE LOSSY

MAPPING CARTS

dev test
ΔWER (in %) 0.5 0.4

POI (in %) 99.97 99.98

The POIs on the dev and test sets show that the improve-
ments are statistically significant.

VI. CONCLUSION AND FUTURE WORK

This paper proposes the improvement of context dependent
modeling for Arabic handwriting recognition. A new CART

based on a lossy mapping technique is used to build the CART
questions for Arabic. The dots and diacritics are deleted and
the similar characters are grouped together in classes. The
CART labels are used to train an LSTM-RNN to estimate the
posterior probability of an HMM. The recognition system is
an LSTM-RNN/HMM combination using the hybrid approach.
The recognition system is based on a 4-gram LM and a
400k vocabulary for the recognition. The results of the system
shows that context dependent modeling ameliorate the system
performance. An absolute improvement of 2.9% in terms of
WER and 3.8% of CER is shown for the test set. The use of
the lossy mapping CART is also beneficial by improving the
WER from 20.3% to 19.9% in terms of WER for the test set.

The presented system in this paper is a hybrid
HMM/LSTM-RNN system without writer adaptation. Better
results could be obtained with the tandem approach which
can be combined with discriminative HMM training using
the Minimum Phone Error (MPE) criterion and Constrained
Maximum Likelihood Linear Regression (CMLLR) for writer
adaptation as used in [17]. The OOV rates that are observed
for the dev and test sets are relatively high. Open vocabulary
approaches can be used in the future to improve the system
performance (e.g. [13], [23]).
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