
An Automati Approah to InvariantRadiograph Classi�ationJ. Dahmen, D. Keysers, M. Motter, H. Ney, T. Lehmann1, B. Wein2Lehrstuhl f�ur Informatik VI, Computer Siene Department1Institute of Medial Informatis2Department of Diagnosti RadiologyRWTH Aahen { University of Tehnology, D-52056 Aahen, GermanyEmail: dahmen�informatik.rwth-aahen.deAbstrat In this paper we present an invariant statistial approah tolassifying medial radiographs, being an important step in the RWTHAahen { University of Tehnology IRMA system (Image Retrieval inMedial Appliations). We propose a Bayesian lassi�er based on Gaus-sian kernel densities, where invariane is inorporated by using invariantdistane measures. The performane of the lassi�er is evaluated on adataset of 1,617 radiographs oming from daily routine. The obtainederror rate of 7.6% is signi�antly better than the results reported inother works, using the same dataset. Furthermore, the presented proba-bilisti framework is also appliable to other (multi-) objet reognitiontasks.1 IntrodutionThe importane of digital image retrieval tehniques inreases in the emerging�elds of medial imaging and piture arhiving and ommuniation systems. Upto now, textual index entries are mandatory to retrieve medial images from ahospital arhive, even if the arhive is DICOM-ompliant (Digital Imaging andCommuniations in Mediine) [1℄. Furthermore, queries of diagnosti relevaneinlude searhing for organs, their relative loations and other distint featureslike morphologial appearanes. Therefore, ommon retrieval systems annotguarantee a meaningful query ompletion when used within medial ontext [2℄.In ontrast to this, the IRMA system - a joint projet between three RWTHAahen { University of Tehnology institutes - is being developed for use indaily linial routine. This paper deals with the image lassi�ation step withinthe IRMA system, whih is ruial, as the retrieval system needs to be familiarwith the anatomial region presented in a given image in order to be able toanswer omplex medial queries. Detailed information on the motivation and thearhiteture of the IRMA system is given in [2℄. We present a general probabilistiframework for objet reognition and show its e�etivity for the speial ase ofradiograph lassi�ation, where invariane is inorporated by using invariantdistane measures.2 The IRMA database & feature analysisThe radiograph database used in our experiments onsists of medial radiographimages taken from daily routine, whih are seondary digital (that is they have



Figure1. Example radiographs taken from the IRMA database, saled to ommonheight. Top-left to bottom-right: abdomen, limbs, breast, skull, hest and spine.been sanned from onventional �lm-based radiographs using 256 graysales, p.Fig. 1). The sizes of the anonymized images range from about 200 � 200 pix-els to about 2; 500 � 2; 500 pixels and all images were labeled into six lassesby an expert. The orpus onsists of 110 abdomen, 706 limbs, 103 breast, 110skull, 410 hest and 178 spine radiographs, summing up to a total of 1,617 im-ages. Furthermore, a smaller set of 332 images exists whih is used to test thegeneralization abilities of the lassi�er. To speed up the lassi�ation proess,the original images are saled down to a ommon height of 32 pixels (keepingthe original aspet ratio). In the experiments, we make use of appearane basedpattern reognition, that is eah pixel of an image is interpreted as a feature.Furthermore, beause there are only 1,617 images available, we make use of aleaving-one-out approah (L-1-o), that is to lassify an image we use the remain-ing 1,616 images as referenes.3 Classi�ationIn many ases, lassi�ation of an observation x 2 IRD is performed using theBayesian deision rulex 7�! r(x) = argmaxk fp(k)p(xjk)g ; (1)where p(k) is the prior probability of lass k and p(xjk) is the lass-onditionalprobability for the observation x given lass k [5, 3, 6℄. Here, diret appliationof this rule is impossible, as the image sizes vary, resulting in di�erent featurevetor dimensions. Thus, we have to �nd the orret position of the objet withinthe observed image, interpreting the remaining pixels as bakground. For thisproblem, we present a general, statistial multi-objet reognition approah inthe following, where M denotes the hypothesized number of objets present ina sene and radiograph lassi�ation will then be performed as the speial aseM = 1. We assume that the sene to be lassi�ed ontains an unknown numberm = 0; :::;M of objets belonging to the lasses k1; :::; kM , abbreviated as kM1 inthe following. Furthermore, referene models p(xj�k) exist for eah of the knownobjets, �0 representing bakground. These referenes are subjet to ertaintransformations (suh as the position of the objet in the image, its sale et.).That is, given transformation parameters #M1 , the m-th referene is mapped to�km ! ~�(�km ; #m): (2)



Furthermore, the original sene is impliitly partitioned into M +1 regions IM0 ,where Im is assumed to ontain the m-th objet and I0 represents the bak-ground. The idea is now to hypothesize all unknown parameters, i.e. M;kM1 ; #M1and IM0 and to look for the hypothesis whih best explains the given sene. Notethat this means that any pixel in the sene has to be assigned either to an objetor to the bakground lass. Formally, the approah an be written asr(fxijg) = argmaxM;kM1 ;#M1 ;IM0 8<:p(kM1 ) Y(i;j)2I0 p0(xij j�0) MYm=1 pkm(xIm j~�(�km ; #m))9=; (3)where fxijg denotes the sene to get lassi�ed and xIm is the feature vetor ex-trated from Im. For radiograph lassi�ation, the `sene' equals the radiographto be lassi�ed and we assume M = 1. Furthermore, the only transformationregarded for the referene images in our experiments is horizontal shift (vertialshifts do not our as all images are saled to the same height). A very simplebakground model is used, assuming a onstant bakground of grayvalue zero.Furthermore, a penalty term is introdued, based on the di�erent sizes of ob-servation and referene image (preferring images of roughly the same size). Tomodel the referenes pkm(xIm j~�(�km ; #m)), kernel densities (with lass spei�standard deviations) are used and the the prior probabilities p(k) are modeledvia relative frequenies. More information on these models an be found in [3℄.Note that in this work, all images were saled down to a ommon size. Thus,Bayes rule was applied unhanged as given in Eq. (1). The statistial frame-work presented above is entirely new and also suited for other (multi-) objetreognition tasks.4 Invariant distane measuresIn our experiments, the Mahalanobis distane present in the Gaussian kerneldensity approah is replaed by invariant distane measures. To ompensate forglobal image transformations, single sided tangent distane is used as proposedby Simard in 1993. Due to spae limitations, we annot go into details of tan-gent distane here, more information about it an be found in [4℄ or [5℄. In ourexperiments, we used a total of seven tangents (six for aÆne transformationsand one for additive illumination variations [3℄). To ompensate for loal imagetransformations, suh as varying sribor positions or the presene/ absene ofpathologies, the following image distortion model was used:When alulating the distane between two images x and �, small loal de-formations are allowed. That is, the image distortion model does not omputethe squared error between a pixel (i; j) in x and its ounterpart in �, but it looksfor the `best-�tting' pixel in � within a ertain neighbourhood Rij around theorresponding pixel:Ddist(x; �) = IXi=1 JXj=1 min(i0;j0)2Rijfkxij � �i0j0k2 + C(i; i0; j; j0)g (4)



for images with dimension I�J . The ost funtion C(i; i0; j; j0) models the ostsfor deforming a soure pixel (i; j) in the input image to a target pixel (i0; j0) inthe referene image. In the experiments, a weighted Eulidean distane betweensoure and target pixel was used. Thus, short-ranged transformations are pre-ferred to (most probably unwanted) long-range transformations. Furthermore, aregion size Rij = (2r + 1)� (2r + 1) was used with r = 1.Note that tangent distane and the proposed distortion model an be easilyombined to distorted tangent distane. In that ase, tangent distane is used toregister the (sub)images and the distortion distane ist then omputed betweenthe registered images.5 ResultsThe experiments were started by using Mahalanobis distane within the lassi�erpresented above, resulting in an error rate of 14.0%. Using single-sided tangentdistane for reognition, this error rate ould be redued to 13.3%. Interest-ingly, using the image distortion model with a region size r = 1 signi�antlyoutperformed tangent distane on this partiular dataset, yielding an error rateof 12.1%. In another experiment, it was investigated on the question whetherthe improvements of tangent distane and the image distortion model are addi-tive. This sounds reasonable, as tangent distane ompensates for global imagetransformations, whereas the image distortion model deals with loal image per-turbations. Indeed, using distorted tangent distane as proposed in Setion 4, theerror rate ould be further redued to 10.4%.In another experiment, a thresholding approah was applied using S = 5000(that is, the maximum loal distane between two pixels was restrited to a max-imum value S), in ombination with the di�erent distane measures disussedabove. Doing so, the best error rate ould be signi�antly redued from 10.4% to8.2%. Astonishingly, the result of tangent distane in that ase is only slightlybetter than that of Mahalanobis distane (11.1% vs. 11.2%). One thing to belearned from this is that using the thresholding approah possibly mimis the be-haviour of tangent distane in this partiular appliation. It should also be notedthat in previous experiments all IRMA images were saled down to a ommonsize of 32�32 pixels prior to lassi�ation (more information on that approah isgiven in [3℄). In these experiments, tangent distane signi�antly outperformedMahalanobis distane (with and without the thresholding approah). Thus, itseems possible that the main e�et of tangent distane is the ompensation ofimage shifts (whih is now inherent to the lassi�ation approah by optimizingover all possible image positions). Surprisingly, not regarding bakground pix-els at all improved the error rate to 7.6%. In that ase, only the penalty termbased on di�erent image sizes between observation and referene was used. Anoverview of the results obtained on the radiograph database is given in Table 1.Note that no other group reports error rates of below 29% on the same dataset.More information on this topi an be found in [7, 3℄. To make sure that noover�tting ourred in the experiments, 332 previously unseen radiographs wereused as test images and the 1,617 images of the IRMA database as referenes,
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