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Abstract with a word sequencez1 and the posterior probability(v |«T)
for word sequence:’ given the acoustic observation sequence

In this paper we present a novel ASR system combination ;.7 = 0 eynonential size of the search and summation space

technique able to combine systems producing word graphg-of d forbids a direct application of this decision rule for LVCSIgs-
ferent structure and with different segmentations. The method tems [1]. Word graphs are an efficient way to narrow the search

;S batl_sed_on the_ d_eflnmgn of a tll(mfe frame-vllnsel word terrc;rtcost space, but they still represent a huge number of hypothesgs a
unction In a minimumeayesrisk framework.  in contrast 10 5 qjrgct application of Eq. (1) still is prohibitive. The dasion
confusion network combination (CNC)_, it preserves bothviioed network (CN) and minimum Time Frame Error (WER) decoder
graph structure and the word boundaries. are two approaches using different approximations tozeatiin-

First experimental rgsults are presented on the Europedig—Pa um WER decoding on word graphs [2, 3]. For both approaches,
ment Plenary Sessions (EPPS) task for European Spanish aanlatwe improvements of up t&%% in WER are reported.

British English. The new approach to system combinatiomis-c Confusion network combination (CNC) is a system combina-

pared to both ROVER and CNC. In addition, we also apply data- tion approach based on the alignment of CNs [4]. TherefokC.C

dg\éen weéghtl?hg schelr(ne'i fort'r?ll system coinblnauont aéxp;tea is based on the same approximations to the word graph steuctu
addressed In this work. For the experiments presented,iéyar o5 cnsg, je. word boundary information is relaxated duriig) C

of internal systems as well as an additional external systene construction and then discarded. In contrast to this, tbegnted

foyblged' . h iti t binati d minimum fWER combination scheme does not affect the word
tgrig\:(s erms. speech recognition, system combination, word pos- graph structure. This is achieved by replacingltbeenshteirost

function with a frame-wise word error cost function. Theuléag
. algorithm is of low computational complexity.
1. Introduction ROVER is employed to obtain a baseline for the system com-

System Combination is a promising way to obtain a significant bination experiments._We use an extended voting rule whieh i
reduction in word error rate (WER). For example, the five gl COrPorates system weights.

systems participating in the Second TC-STAR ASR Evaluation The rest of the paper is structured as follows. In the next two
campaign 2006 gave word error rates ranging from 8.3% t%1.0 sections we give a short review of ROVER and CNC. For ROVER

WER. System combination of these systems via ROVER lead to aV€ introduce the used weighting scheme, which is also applie
WER of 6.9%. to the other combination schemes discussed. In Sec. 4 wanrevi

minimum fWER decoding and extend it for system combination.
Experimental results including a comparison of the system-c
bination methods are presented in Sec. 5. The final Sec. 6 give
conclusions and an outlook.

Usually, system combination gives largest improvemerits, i
the individual systems to be combined lead to similar penforce
and are complementary w.r.t. the errors they produce. Nexer
less, parallel development of complementary systems vath-c
parable performance can be time consuming. On the other, hand
the development cycle of a state-of-the-art ASR systemlvego 2. ROVER
subsequent creation of suboptimal systems due to techsliige
adaption and discriminative training. Therefore, here mesti-
gate the use of such suboptimal systems by applying system co
bination methods. Due to the corresponding performanagerah
the systems to be combined, we also investigate the usetefsys
priors estimated on a development set.

The aim of system combination for ASR is to minimize the ex-
pected WER given multiple systems outpuBayesdecision rule
with aLevenshteirost functionl provides the general framework
for a minimum WER decoder: scordw, i)

ROVER [5] is a two step procedure comprised of alignment and
voting. The alignment depends on the system permutation. Ex
haustive experiments have shown that best results arenebtai
when systems are ordered by increasing WER.

We modified the voting function by weighting the confidence
scores provided by each system with additional system digpen
weightsAy, ..., Ar:

L
Z (w,wii) + (1 — @) A confy(w, 1)]

2
{w? Yopt = argmin {ZE wi¥, v )p(v! :clT)} (1) The§ is the Kronecke#, i denotes the position in the alignment
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wy M and L is the number of systems. Majority vote and averaged



confidence score are smoothly interpolatedwvidBasic ROVER is
derived by setting\; - = A1, = 1. Besides the linear weights
we tested system dependent exponents, but the linear wejghe
better results for all corpora.

3. CNC

A CN is a directed graph with the following property: all oaigg
arcs of a given node have the same target node. For thisigiuct
Eqg. (1) has a simple solution. In [2] an iterative algorithen i
presented that transforms a word graph into a CN by suceessiv
arc alignments.

A generalized ROVER algorithm is used to align the CNs
derived from several systems [4]. The result is a new CN. The
word posterior probabilities for thi&h confusion set in the super-
CN can easily be calculated as the joint probability of thetesy
specific posteriors:

Zp Silt, xl

4. Frame Based System Combination
4.1. Minimum fWER Decoding

p(wli, xl p(w|Si, 7, xl) ?3)

In Sec. 3 we pointed out how Eg. (1) can be simplified by changin
the structure of a word graph. Alternatively, an approadhstead
simplify the decision rule Eq. (1) is introduced in [3]. Thiea

is to replace the Levenshtein distanfeby a computationally
cheap cost functio: the time frame word error (fWER). The
fWER takes the word boundary times of a word into account and
calculates the cost based on the time frames covered:

Zt tp_1+1 1- 5(wn7 'UE)
14 a(tn —tn_1 — 1)

N

O(fw; th', fosTh") = 3
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(4)

[w; ]
times, wherety = 0 andtx = T, andv; is the word in[v; 7]
which intersects time frame

The denominator in Eq. (4) allows a smooth normalization of
the time frame errorsy = 1 gives time frame-wise normalization,
anda = 0 gives word-wise normalization of the error. For all
tested corpora the best results were obtained avith 0.05.

In contrast to the Levenshtein distance, the advantageeof th
fWER is that no sentence alignment is required. That makes th
fWER computationally cheap. In [3], a strong relation betwe
fWER and WER is shown empirically, which justifies the usafje o
the fWER as an approximation of the WER.

Inserting Eg. (4) into Eq. (1) gives the minimum fWER deci-
sion rule:

t tyh_1+1 [1 —p(wﬂf,xfﬂ
1+ Oé(tn —tn-1 — 1)

{[w; ]} Yopt = argmm Z

(w;t] Y
®)
The termp(-|t, 2T) is the frame-wise word posterior distribution.
The frame-wise word posteriors are calculated by a modified
forward/backward (FB) algorithm. Figure 1 illustrates tigo-
rithm. The rectangles in b) represent the word-wise accated!
FB-scores of the arcs in a). For time framthe posterior proba-
bility p(“have” |t, 7 ) is the normalized sum of the FB-scores of
all arcs labeled with “have” and intersecting time frame
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Figure 1:lllustration of the calculation of the posterior distribu-
tion p(-|t, 21 ) from a word graph. The rectangles in b) represent
the word-wise accumulated fwd./bwd.-scores of the arc$.in a

The evidence space is the set of all hypotheses considered in
the decoding step. In the original paper, the set of hypethigsthe
word graph is used as evidence space. The graphs produced by o
Viterbi decoder are word conditioned. We can enlarge thidemge
space by transforming the word graphs into time-conditiomees.
This resulted in a little but insignificant decrease in WER €t
corpora.

There is a substantial difference between CN and fWER de-
coding. In CN decoding word boundaries are only used to align
words. Once the CN is built, all time information is lost arme t
calculation of the word posterior probabilities dependy om the
resulting word positions. Time boundaries for the outputehi

denotes a sequence of words together with their ending be produced in a post-processing step.

The fWER decoding approach preserves the word graph struc-
ture and thus the output is produced with correct word boynda
times.

4.2. Minimum fWER over Multiple Word Graphs

The minimum fWER decoding approach for a single word graph
can easily be extended to minimize the WER over multiple word
graphs. According to Eg. (5) we have to change the calculatio
the word posteriors and to redefine the evidence space.

From each word graphZ; of each systemsS; we de-
rive a sequence of frame-wise word posterior distributions
p(-1S1,1,27),...,p(:|S;, T,zT). In our experiments we use the
joint probability over the system dependent posteriorsatoudate
a multiple system frame-wise word posterior probability:

L
p(w|t,x1T) = Zp(sl|t7x{)p(w|sl7t7x{) (6)
=1

The system priore(S;|t, 2] ) are approximated by a system de-
pendent constanl;. We also tried a log-linear combination model,
but the joint probability model turned out to be superior &ir
tested corpora.

The new evidence space is simply the time conditioned word
graph derived from the union of all word grapfis, ..., Gr.
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Table 1:Baseline for the EPPS Spanish Evaluation 2005 task. The
baseline system is a standard MFCC system.

WER[%] | CNWER[%] | fWER [%)]

have/ 6 ° {cough}/3 Py dev. eval.| dev. eval.| dev. eval
mover co——{Db}/2 3-gram LM

wioLDA || 13.6 149] 136 14.8] 13.4 149

b) (b}/ 1 (si}/1 _ 122 131|122 130 121 130

have/ 5 with VTN || 11.8 12.6| 11.9 125 11.7 125

{b}/1

4-gram LM

WOLDA || 13.2 146] 132 145 ] 13.2 146

® 11.9 12.8] 11.9 128 119 129

° {b}/2 withVIN || 11.7 121 11.7 121 | 115 122

[ LIMSI [112 123]112 122 - -]

Figure 2: lllustration of the word graph pre-processing step. Al-
ternative arcs labeled with non-speech evenisare removed.

Table 2:Baseline for the EPPS English Evaluation 2006 task. The
baseline system is a standard MFCC system with an additional
voicedness feature and VTN.

It should be noted that the frame based combination works,
even if the individual systems use different segmentatiorgo-

duce their word graphs: the calculation of the frame-wisedwo
posterior distributions is independent of the segmentasonce it

is applied on a frame-by-frame basis. Again, the evideneeesjs

obtained by the union of all systems word graphs. The coorebp

WER[%] | CNWER[%] | fWER [%)]
dev. eval.| dev. eval. | dev. eval.
+(C)MLLR || 141 11.8] 141 11.8| 139 118
+ MMI 13.7 11.7| 13.7 11.7| 135 115
+ SAT 13.3 10.8| 134 10.7 | 13.1 10.8
new lex/LM | 129 10.3| 13.0 10.4 | 12.7 10.3

ing search in this case still is efficient, since the corresiimy de-

cision rule does not use context (the acoustic and languagieim
context is considered on the level of word posterior contpurta
already).

5.2. Systemsand Experimental Setup

For the Spanish task of the first TC-STAR Evaluation campaign

4.3. Word graph pre-processing

The RWTH LVCSR system uses different acoustic models to rep-
resent non-speech events like silence, hesitation, &tmy and
non-articulatory noise. These models tend to be very simia

2005 we trained three acoustic models. A baseline modelaimi
to the one described in [6], a model using vocal tract length n
malization (VTN) and a model without linear discriminanta&n
ysis (LDA). Two different language models were used, a angr

a consequence, all non-speech models are hypothesized-in paand a fourgram. In addition, word graphs were kindly prodide

allel having similar scores, and if they survive the prunstgps

by J.-L. Gauvain (LIMSI) for this corpus. Initial experimtsnin-

they occur as “non-speech event clouds” in the word graphs asdicated that best performance can be expected from a cotidnina

illustrated in Figure 2 a). These clouds bias the word paster
calculated from the word graph. The posteriors of words amd n
speech events lying on a path through a “non-speech clowd” ar
over-estimated.

of three systems including the best systems, i.e. VTN-+fi@umng
and LIMSI, and one system using the trigram LM.

For the EPPS 2006 Evaluation English task we did system

The basic idea to get rid of the bias is to discard alternative during the training of the final evaluation system [6].
All experiments were done on word graphs. The word graphs

non-speech events. Figure 2 illustrates the function offittes.
In 2 a) two arcs labeled with “have” start from the leftmostiao
Both arcs are followed by non-speech events. From all theg-alt
native paths starting with one of the “have”-arcs and endirtge

rightmost node, we only want to keep a single one. For all the the evaluation set.
For CN and CNC decoding the SRILM toolkit was used and

best scoring one are discarded. The result is the graph 2t®. T for ROVER experiments the ROVER tool provided by NIST. The

nodes in the “non-speech event cloud”, all incoming arcstloert

dotted arc is removed by a subsequent trimming step.

combination on the set of suboptimal acoustic models thatved

were pruned to a density of approximately forty. The grapbrer
rates (GER) for the Spanish systems are arobffd For the
English development set the GER is apprd¥% and ~1% for

fWER experiments were done with our own software based on the

RWTH FSA toolkit [7]. The confidence scores for the ROVER

5. Experiments
5.1. Corpora

We present results on two different corpora: the EPPS 2085-Sp
ish corpus and the EPPS 2006 English corpus. Both corpora
contain parliamentary speeches from the European Pariitzene
were collected within the TC-8R project. All audio files are
monaural with 16-bit resolution at a sampling rate of 16kHbke
training material containedoh for the EPPS 2005 Spanish task
and100h for the EPPS 2006 English task.

5.3. Results

experiments were calculated as described in [8]. Systeorspri
and the ROVER parameters were optimized on the development
sets. Oracle error rates were calculated on the best hygistok
each system using the ROVER tool.

In Tables 1 and 2 the results of the single systems to be caubin
are summarized and compared to CN and minimum fWER decod-
ing. Possibly due to the low initial word error rates, the BPP
2006 English development set was the only condition for twhic



Table 3:Results on the EPPS Spanish Evaluation 2005 task for the Table 5:Results on the EPPS English Evaluation 2006 task for the

combination of RWTH internal systems.

combination| systems WER[%]
method dev. | eval.
| | best single system [ 11.7] 12.1]
| Oracle | Im4+VTN, Im3, Im4w/o LDA[| 8.1 | 8.7 |
ROVER Im4+VTN, Im3, Im4 w/o LDA || 11.3 | 12.2
+ conf. scores 11.2| 12.0
+ weighted conf. scores 112} 119
CNC Im4+VTN, Im3, Im4 w/o LDA || 11.3 | 12.2
+ weights 11.3] 121
Frame Im4+VTN, Im3, Im4 w/o LDA || 11.2 | 12.2
Based + weights 1111 121

combination of RWTH internal systems.

combination| systems WER[%]
method dev. | eval.
| | bestsingle system ] 12.9] 10.3 |
| Oracle | all systems | 108] 8.6 |
ROVER all systems 13.0 | 10.5
+ conf. scores 12.6 | 10.5
+ weighted conf. score§ 12.5| 10.4
CNC all systems 13.1| 10.6
+ weights 12.9| 10.2
Frame all systems 12.8 | 10.7
Based + weights 12.5] 10.3

Table 4:Results on the EPPS Spanish Evaluation 2005 task for the a cknowledgments

combination of RWTH internal systems and the LIMSI system.

combination | systems WER[%]
method dev. | eval.
| | best single system [11.2] 12.1]
[ Oracle | Limsi,Im4+VTN,Im3 ]| 66 | 7.3 |
ROVER Limsi, Im4+VTN, Im3 104 | 11.4
+ conf. scores 10.3| 11.2
+ weighted conf. scoreg 10.0 | 10.8
CNC Limsi, Im4+VTN, Im3 10.6 | 11.3
+ weights 10.3 | 11.2

we observed (small) decreases in WER. In all other cases BRW
and CN no improvements were observed.

Table 3 shows the result for the internal system combination
experiments on EPPS 2005 Spanish. Here, we used only RWTH
systems and did not include the word graphs from LIMSI. Al-
though the oracle WER indicates a potential for system cembi

nation, the final gain is small. The inclusion of the LIMSltie¢s
lowered the oracle WER by.4%. Weighted ROVER was able to

decrease the WER by almost the same amount, cf. Table 4. Also

CNC benefited from the LIMSI lattices, but less than ROVER.

Table 5 summarizes the results on the EPPS 2006 English
corpus. For the development set, system combination seemed

capitalize on the suboptimal systems. But on the evaluat@&n
none of the combination methods considered achieved disamti
improvement.

6. Conclusions And Outlook

This material is partly based upon work supported by the sfe
Advanced Research Projects Agency (DARPA) under Contract
No. HR0011-06-C-0023, and was partly funded by the European
Union under the integrated project TC-STAR (FP6-506738).

Any opinions, findings and conclusions or recommendations
expressed in this material are those of the author(s) andotio n
necessarily reflect the views of the DARPA.
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