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Abstract
Compound words are a difficulty for German speech recogni-
tion systems since they cause high out-of-vocabulary and word
error rates. State of the art approaches augment the language
model by the fragments of compounds in order to increase lex-
ical coverage, lower the perplexity and out-of-vocabulary rate.
The fragments are tagged in order to concatenate subsequent
equally tagged fragments in the recognition result, but this does
not guarantee the recombination of proper words. Such re-
combination techniques neglect the large vocabulary of the lan-
guage model training data for recombination although most
compounds are covered by it. In this paper, we investigate
the use of this vocabulary for the recombination of compound
words from the recognition result. The approach is tested on
two large vocabulary tasks on top of full-word and fragment
based language models and achieves good improvements of 3–
7% relative over the baseline compound-sensitive word error
rate.
Index Terms: speech recognition, compound words, German
LVCSR, sub-lexical

1. Introduction
Compound words are part of the complex German morphol-
ogy and make up most of the German words even though their
frequency is low. A simple example for a compound in En-
glish is the word “darkroom” which is composed of the word
“dark” and “room”, but German allows more complex composi-
tions like “Donaudampfschifffahrtshauptbetriebsgesellschafts-
beamter” which is a not too realistic concatenation of eight
words. In general there is probably an infinite number of com-
pound words in German. Hence, the language model training
data for German large vocabulary tasks often exceeds several
million distinct words. Due to data sparseness, it is not possible
to estimate higher order language models as needed for large
vocabulary continuous speech recognition systems (LVCSRs)
for such a large number of words. The vocabulary for state of
the art LVCSR is chosen by the cut-off on the most frequent
words in order to reduce the expected out-of-vocabulary (OOV)
rate and as well as the data sparseness to enable the estimation
of higher order language models. On the other hand, this reduc-
tion changes most German compounds into out-of-vocabulary
words. Therefore, approaches dealing with the OOV problem
also need to handle the compound word problem.

Most approaches dealing with the compound word or more
general the OOV problem decompose compounds into smaller
fragments in order to increase lexical coverage, lower the lan-
guage model perplexity and OOV rate: For example the meth-
ods reported in [1, 2, 3, 4] decompose compounds into sub-
words by supervised word-splitting, while [5, 6, 7, 8, 9, 14] use
unsupervised word splitting. In [10] words are decomposed into

graphones, which are short sequences of characters, using the
statistical grapheme-to-phoneme conversion toolkit [13]. Other
approaches convert words into even smaller units like multi-
phoneme sequences as in [12] or single phonemes as in [8, 11].

When using fragment based language models, the frag-
ments have to be recombined in the recognition result in order to
obtain words, but the properness of the words can not be guar-
anteed. A number of publications [2, 3, 6, 14] show that a WER
improvement can be achieved by not decomposing the most fre-
quent compounds. In [7] the reconstruction into compounds
from sub-words is obtained by recombining the most frequent
bigrams and trigrams into compounds. While, most approaches
like [3, 4, 8, 14] add tags to the fragments in order to recombine
subsequent fragments with the same tag in the recognition re-
sult. The tagged fragments are integrated as regular words into
the language model and the decision about subsequent tags is
left over to the language model.

The recent sub-lexical approach [14] based on unsupervised
word splitting was chosen as representative for the fragment
based language models in our recombination experiments.

The complete vocabulary of the language model training
data is a knowledge source which is neglected by most ap-
proaches in literature so far for the recombination of fragments
into proper words, although it covers several million com-
pounds for a large German vocabulary task. In this work, an
approach is investigated which recombines compounds from a
given recognition result by using this large vocabulary. In liter-
ature [2] recombines compounds in lattices with a manual gen-
erated list of compounds, but this leads to an increase in word
error rate (WER). In contrast to [2] the recombination process
of our approach will be restricted to the recognition result, no
explicit list of hand selected compound words is used for re-
combination, but all words seen in the language model training
data. In addition the recombination of certain compounds will
be forbidden if one of the words being recombined is very fre-
quent. Later, we try to carry over the insights from experiments
on single best recognition result to lattices.

In short, our approach can be summarized as follows: A lat-
tice is generated by recombining compounds from the recogni-
tion result using a large vocabulary. Then the lattice is rescored
with a unigram language model and the most likely compound
sentence in the lattice is chosen as recognition result. The pro-
posed approach was tested on the QUAERO large vocabulary
task for different sized full-word and sub-lexical language mod-
els and showed good improvements of 3–7% relative over the
baseline compound-sensitive WER.

The remainder of this paper is organized as follows: In Sec-
tion 2 we introduce the details of our approach. In Section 3
the experimental setup is described, while in Section 4 the ex-
perimental results are presented and discussed. The paper con-
cludes with Section 4.



2. Compound Word Recombination
Statistical speech recognition chooses the most likely word se-
quencewN

1 := (wn)N
n=1 as recognition result given an acoustic

observation. In case an OOV compound word is spoken an au-
tomatic speech recognition system tends to recognize the more
frequent sub-words instead. Therefore, the compound word can
not be recognized without further processing. Here, the com-
pounds will be recombined in a three step procedure: A lat-
ticeL(wN

1 ) is generated from the recognition result. Then the
latticeL(wN

1 ) is rescored with a unigram language model and
finally the most likely compound sentence is decoded as recog-
nition result.

In the first step, the lattice generation, the recognition re-
sult can be considered as a single path lattice. A new word
arc labeled with a compound is added to the lattice if a num-
ber of subsequent words can be recombined into a compound
like shown in Figure 1. Notice German written numbers are
also compounds and can be identified via a regular expression
match for numbers up to a certain degree, for example up to
trillions.

donau dampf schiff

donaudampf

donaudampfschiff

dampfschiff

Figure 1: An example for a compound lattice generation from
the recognition result “donau dampf schiff” (indicated with
solid lines) in which the compounds “donaudampf”, “dampf-
schiff” and “donaudampfschiff” (indicated with dashed lines)
can be recombined.

For this recombination the compound vocabularyV and the dis-
card vocabularyD (both to be defined later) are needed. The re-
combination of the word sequencew

j
i := (wi, . . . , wj) into the

compoundwi,j := wi ◦ . . . ◦wj (◦: concatenation) is accepted
iff:

1. wi,j is a number (matchable by regular expression) or,

2. wi,j ∈ V (seen in language model training data) and
wi, . . . , wj 6∈ D (reject compound if it has a very fre-
quent sub-word).

In a nutshell the condition 2 means that the new compound is
covered by the language model training data and none of its sub-
words is a very frequent word. The maximal number of words
M being recombined into a compound is limited for efficiency
reasons.

The compound vocabularyV covers all words seen in the
language model training data. Some words like ”beiden” (En-
glish: both) can be composed of very frequent sub-words like
”bei” (English: at) and ”den” (English: the). The unigram lan-
guage model rescoring produces, in case that a word like ”bei-
den”’ is recombined, relations like:

p(”beiden”) > p(”bei”) · p(”den”)

Thus it is very likely that ”beiden” will be decoded instead of
”bei den” which is an incorrect decision in most cases. There-

fore, the discard vocabulary consists of ther most frequent
words inV in order to refuse word recombinations which have
very frequent sub-words. From now on we will refer tor as the
frequency cut-off. Notice thatr has to be tuned on a develop-
ment set.

In the second step, the constructed lattice is rescored with a
unigram language model which is estimated from the complete
language model training data for the vocabularyV . It is not
reasonable to favor some numbers for recombination over oth-
ers, because the cardinality of numbers is infinite and they carry
no unique semantic information about material things like other
words. Therefore, the probability mass of numbers is redis-
tributed equally among all numbers seen in the language model
training corpus. The maximum likelihood estimate is used for
non-numbers. Let beC(w) the count of a word,C the total
count of all words,Cn the total count of all numbers andWn

the number of all numbers seen in the language model training
data. Then the lattice is rescored with the following unigram
probability distribution:

p(w) =

(

C(w)
C

, w is not a number
Cn

C
· 1

Wn
, w is a number

(1)

In the third step, Bayes decision rule is applied to the com-
pound search space in the form of the latticeL(wN

1 ) by choos-
ing the most likely compound sentence as recognition result:

opt(wN
1 ) = argmax

vI

1
∈L(wN

1 )

(

I
Y

i=1

p(vi)

)

(2)

The scheme presented above can easily be extended from
recombination on a single recognition result to recombination
on recognition lattices. This extension is straightforward since
the recombination process presented so far, has just to be ap-
plied to each path in the lattice. The extension is implemented
via a depth first search on the lattice, where for each lattice node
the histories up to a certain lengthM are generated consecu-
tively (also via depth first search on the transposed lattice) and
used for recombination. When recombining a compound word
the acoustic and language model scores of the words being con-
catenated are added up and assigned to the new compound word
arc. In the lattice rescoring the language model probabilities in
the lattice are linearly interpolated with the unigram language
model probability. In the following all recombination exper-
iments will use recombination on the recognition result only
(unless stated explicitly). Later, we try to carry over the insight
from recombination experiments on single recognition results
to recombination on recognition lattices.

3. Experimental Setup
The proposed compound word recombination approach was
tested on the German 2009 and 2010 QUAERO web, broad-
cast news and broadcast conversation task. For each task the
baseline recognition results were obtained with a task depen-
dent acoustic model while the lexicon and language model was
altered.

The baseline systems have a two pass architecture. In
the first pass a fast-VTLN method is applied followed by a
speaker adaptation in the second pass using Constrained Maxi-
mum Likelihood Linear Regression (CMLLR) based on the first
pass output.

All language models, as well as the compound vocabulary
and the unigram language models used for recombination on



the QUAERO 2009 (QUAERO 2010) task were estimated on
306M (QUAERO 2010: 500M) running words covering 2.5M
(QUAERO 2010: 3.8M) distinct words. The recombination ap-
proach was evaluated on the QUAERO 2009 and 2010 devel-
opment and evaluation sets (dev09: 7.5h, eval09: 3.8h, dev10:
3.5h, eval10: 3.5h). A more detailed description of the lan-
guage model training and test data is given in [14, 15, 16] since
a complete description is beyond the scope of this paper.

The baseline recognition results for QUAERO 2009 were
obtained using 100 k, 200 k, 300 k full-word language models
and a sub-lexical language model with 5 k full-words and 95 k
fragments. The full-word and sub-lexical recognition results
used here are the baseline systems reported in [14].

The official QUAERO 2009 scoring is compound-
insensitive, since compound words are mapped to their sub-
words for scoring by manually created mapping rules. In or-
der to investigate the real potential of compound recombination
the scoring script was changed to compound-sensitive by delet-
ing the mapping rules. Due to this change in the scoring script
WERs reported here differ from the WERs reported in [14, 15].

The baseline recognition results for the QUAERO 2010 task
were produced with a 300 k full-word and a sub-lexical lan-
guage model comprised of 300 k full-words and 95 k fragments.
The acoustic model of the baseline recognition results is the sec-
ond pass of the best German sub-system described in [16].

4. Experimental Results
In the first series of experiments numbers were recombined only
in order to distinguish between the contribution to the WER of
recombining numbers and non-numbers, followed by recombi-
nation experiments for non-numbers.

We first investigated the relationship of the WER to the
maximal number of wordsM being recombined. All exper-
iments of this type showed WER curves similar to Figure 2
where a stabilizing behavior after recombining at mostM = 6
subsequent words into a number could be observed.
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Figure 2: Progress of the WER vs. the maximal numberM of
recombined words (recombination of numbers only) obtained
with a 100 k full-word lexicon on the QUAERO 2009.

The same saturation effect was also observed for the recom-
bination of non-numbers. In the conducted experiments, the
valueM =10 has shown to be sufficient in order to achieve the
maximal WER gain for all recombination experiments and was
kept constant at this value for all later experiments. In sum-
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Figure 3: Progress of the WER vs. the discard vocabulary
size which consist of ther most frequent words. The base-
line WER is incrementally enhanced by using number recom-
bination (NR), compound word recombination (RC), and com-
pound word recombination using the improved discard vocab-
ulary (RCW). The baseline was produced on the QUAERO
dev09 development corpus using the 300 k the full-word lan-
guage model.

mary, the recombination of numbers only already achieved a
consistent WER improvement of 2–5% relative over the base-
line WER as shown in Table 1 in the column using the abbrevi-
ation NR for number recombination.

In the next series of experiments non-number compounds
were recombined in addition to the number recombination. We
used the following recombination techniques and abbreviations:

NR: Recombination of numbers only.

RC: NR + recombination of non-numbers using a discard vo-
cabulary which consists of ther most frequent words.

RCW: RC + using a discard vocabulary which consist of ther

most frequent words which have a contribution in lower-
ing the WER.

The size of the discard vocabulary, which consists of ther most
frequent words, was optimized in the range of 0 and 5000 with
step sizes of 100 on the dev09 and dev10 development corpora
with the WER as objective function. The method RCW uses
a more sophisticated construction of the discard vocabulary in
which for each of the 5000 most frequent words the contribu-
tion to the WER is measured by using only this single word
as discard vocabulary. The final discard vocabulary was built
then only of ther most frequent words which lead to a WER
decrease in comparison to the WER for using no discard vo-
cabulary. For all recombination experiments, WER curves were
observed similar to Figure 3.

Table 1 shows the WER results for all recombination ex-
periments. In summary a relative WER reduction of about 3–
7% depending on the vocabulary size is achieved for all com-
pound methods recombining both numbers and non-numbers.
In general, number recombination reduces the WERs in all ex-
periments. Further, the WER gain for the non-number recom-
bination experiments diminishes with increasing lexicon size.
Surprisingly, the 300 k full-word language model ends up in
the same WER as the sub-lexical model, composed of 5 k full-
words and 95 k fragments after compound word recombination,
although the sub-lexical model starts with a lower WER.



Table 1: WERs for number recombination only (NR), com-
pound recombination using (RC), and compound word recom-
bination using the improved discard vocabulary (RCW). The
baseline recognition results were generated on the QUAERO
test sets for different sized full-word (full) and sub-lexical (frag)
lexica.

corpus lexicon WER
full +frag baseline NR RC RCW

dev09

100 k - 34.3 33.3 32.2 31.8
200 k - 33.1 32.1 31.4 31.1
300 k - 32.6 31.6 31.1 30.8
5 k 95 k 32.1 31.1 31.0 30.7

eval09

100 k - 32.7 31.8 30.9 30.7
200 k - 31.4 30.5 29.9 29.8
300 k - 30.8 30.0 29.4 29.4
5 k 95 k 30.5 29.5 29.4 29.4

dev10
300 k - 21.7 20.5 19.9 19.4
300 k 95 k 20.8 19.8 19.8 19.5

eval10
300 k - 19.7 19.0 18.9 18.9
300 k 95 k 19.1 18.4 18.4 18.4

Next, the generalization ability of the compound word ap-
proach was tested. The requirements for a generalization ability
are met, when the parameters, in terms of the discard vocabular-
ies and the cut-offr which have been optimized on a specific de-
velopment corpus for a specific lexicon, carry over to other test
corporas and lexica. In order to confirm the generalization abil-
ity, the compound vocabulary and the tuned discard vocabulary
which were tuned on a specific task were used on all other test
corpora in combination with all remaining lexica for compound
word recombination. In these recombination experiments the
WER fluctuated only negligible by 0.1% absolute. Therefore,
the generalization ability can be approved.

Finally, compound word recombination on lattices was
tested using a discard vocabulary based on frequency cut-off.
In addition to the frequency cut-off the language model interpo-
lation factor had to be tuned in addition. Although an improve-
ment in WERs over the non-compound baseline was measured,
the WERs in all experiments turned out to be slightly worse
than for single best path and a constant increase in WER was
observed for increasing lattice density. In summary the com-
pound word recombination on the recognition result should be
preferred over the recombination on lattices.

5. Conclusions and Outlook

An approach was investigated for German LVCSR for the re-
combination of compound words from a given recognition re-
sult by using the vocabulary of the complete language model
training data for recombination. The approach was tested on
the QUAERO 2009 and 2010 large vocabulary tasks with good
improvements of 3–7% relative WER reduction over the base-
line recognition result on top of a full-word and fragment based
language models. We found evidence that the compound word
problem can be handled in a relative simple and efficient post-
processing and that compound words can also be recovered
from the recognition result produced with a regular full-word
language model, in contrast to the very laborious generation of
fragment based language models.

Future work includes the generalization the proposed com-
pound word recombination approach to other inflective lan-
guages like Finish.
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