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Abstract

We describe in this paper the experiences of the Johns Hop-
kins University team during the inaugural DIHARD diarization
evaluation. This new task provided microphone recordings in
a variety of difficult conditions and challenged researchers to
fully consider all speaker activity, without the currently typi-
cal practices of unscored collars or ignored overlapping speaker
segments. This paper explores several key aspects of currently
state-of-the-art diarization methods, such as training data se-

ically estimate marks with a speech activity detection (SAD)
algorithm.

This paper describes the submissions for the inaugural DI-
HARD challenge from the Johns Hopkins University (JHU)
team, as well as our experiments on the path from an initial
system built for Callhome diarization to our final microphone
diarization system. The discussion also includes possible direc-
tions for future work, as the limited time of the challenge meant
many paths were necessarily left unexplored.




DIHARD Overview Data Instructions Submissions Results ContactUs

The First DIHARD Speech Diarization Challenge

DIHARD is a new annual challenge focusing on “hard” diarization; that is, speech diarization for challenging corpora where there
is an expectation that the current state-of-the-art will fare poorly, including, but not limited to:

e clinical interviews

» extended child language acquisition recordings

* YouTube videos

e “speechinthe wild” (e.g., recordings in restaurants)

Because the performance of a diarization system is highly dependent on the quality of the speech activity detection (SAD) system
used, the challenge will have two tracks:

* Track 1:diarization beginning from gold speech segmentation
e Track 2: diarization from scratch

The results of this initial challenge will be presented at a special session at Interspeech 2018 in Hyderabad.



Our “out of the box” solution
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Our “out of the box” solution

Track 1 DER Track 2 DER
Diarization Method
Dev Set Eval Set Dev Set Eval Set

Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%
“Out of the Box” (caLLHomE) 26.7% 31.6% 40.9% 50.8%




Improving speech activity detection

* CURRENNT SAD * 5-Layer TDNN SAD
— Recurrent neural network — Feed forward, 640 ms span
* https://sourceforge.net/pr — Trained on Europarl
ojects/currennt/

e Plus data augmentation

— Trained on Switchboa-rd — 16 kHz speech, 24 MFCCs
* Plus data augmentation _ 17.4% Miss, 4.8% FA

— 8 kHz speech, 13 MFCCs . Fine-t DIHARD
_ 10.2% Miss, 4.6% FA ine-tuneon
— 7.3% Miss, 4.1% FA

* Higher FA worse for DER
— Fine-tune on each domain
* 6.1% Miss, 4.2% FA



Wideband data for i-vectors & PLDA

Track 1 DER Track 2 DER
Diarization Method
Dev Set Eval Set Dev Set Eval Set

Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%
“Out of the Box” (caLLHomE) 26.7% 31.6% 40.9% 50.8%
i-vectors, 16 kHz data, no VB 21.7% 28.1% 33.7% 40.4%




Using x-vectors instead of i-vectors

Track 1 DER Track 2 DER
Diarization Method
Dev Set Eval Set Dev Set Eval Set

Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%
“Out of the Box” (caLLHomE) 26.7% 31.6% 40.9% 50.8%
i-vectors, 16 kHz data, no VB 21.7% 28.1% 33.7% 40.4%

x-vectors, 16 kHz data, no VB 20.0% 25.9% 31.8% 39.4%



Improving resegmentation

Track 1 DER Track 2 DER
Diarization Method
Dev Set Eval Set Dev Set Eval Set

Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%
“Out of the Box” (caLLHomE) 26.7% 31.6% 40.9% 50.8%
i-vectors, 16 kHz data, no VB 21.7% 28.1% 33.7% 40.4%
x-vectors, 16 kHz data, no VB 20.0% 25.9% 31.8% 39.4%
i-vectors, 16 kHz data, with VB* 19.7% 25.1% 31.3% 37.4%

x-vectors, 16 kHz data, with VB* 18.2% 23.7% 29.8% 37.3%



Fusing PLDA scores from (i| x)-vectors

Track 1 DER Track 2 DER
Diarization Method
Dev Set Eval Set Dev Set Eval Set

Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%
“Out of the Box” (caLLHomE) 26.7% 31.6% 40.9% 50.8%
i-vectors, 16 kHz data, no VB 21.7% 28.1% 33.7% 40.4%
x-vectors, 16 kHz data, no VB 20.0% 25.9% 31.8% 39.4%
i-vectors, 16 kHz data, with VB* 19.7% 25.1% 31.3% 37.4%
x-vectors, 16 kHz data, with VB* 18.2% 23.7% 29.8% 37.3%

(i+x)-vector fusion, 16 kHz, VB* 18.2% 24.0% 30.3% 37.2%



Corpus-wise breakdown of DER
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Take-home message(s) about diarization

* A good “out of the box” CALLHOME system needed
considerable tuning to work reasonably on DIHARD

— Using bandwidth-matched data was very helpful for
training the (i|x)-vector extractor & PLDA parameters

— Corpus-specific tuning was helpful for some modules
— Efforts at speech enhancement haven’t helped ... so far

terribly HARD



