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Our “out of the box” solution
• Perform speech activity detection

– CURRENNT trained on Switchboard
• Extract i-vectors for 2 sec segments

– Fixed width, overlapped: stride 1 sec
• Estimate/Apply PLDA

– Training: Estimate PLDA parameters
– Test: Compute pairwise similarity

• Cluster 2 sec segments by speaker(s)
• Calibrate stopping threshold

– Supervised: on held out recordings
– Unsupervised: on test recordings

• Optionally, refine segment boundaries



Our “out of the box” solution

Diarization Method
Track 1 DER Track 2 DER

Dev Set Eval Set Dev Set Eval Set
Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%
“Out of the Box” (CALLHOME) 26.7% 31.6% 40.9% 50.8%



Improving speech activity detection
• CURRENNT SAD

– Recurrent neural network
• https://sourceforge.net/pr

ojects/currennt/
– Trained on Switchboard

• Plus data augmentation
– 8 kHz speech, 13 MFCCs
– 10.2% Miss, 4.6% FA

• Higher FA worse for DER

• 5-Layer TDNN SAD
– Feed forward, 640 ms span
– Trained on Europarl

• Plus data augmentation
– 16 kHz speech, 24 MFCCs
– 17.4% Miss, 4.8% FA

• Fine-tune on DIHARD
– 7.3% Miss, 4.1% FA
– Fine-tune on each domain

• 6.1% Miss, 4.2% FA



Wideband data for i-vectors & PLDA

Diarization Method
Track 1 DER Track 2 DER

Dev Set Eval Set Dev Set Eval Set
Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%
“Out of the Box” (CALLHOME) 26.7% 31.6% 40.9% 50.8%
i-vectors, 16 kHz data, no VB 21.7% 28.1% 33.7% 40.4%



Using x-vectors instead of i-vectors

Diarization Method
Track 1 DER Track 2 DER

Dev Set Eval Set Dev Set Eval Set

Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%

“Out of the Box” (CALLHOME) 26.7% 31.6% 40.9% 50.8%

i-vectors, 16 kHz data, no VB 21.7% 28.1% 33.7% 40.4%

x-vectors, 16 kHz data, no VB 20.0% 25.9% 31.8% 39.4%



Improving resegmentation

Diarization Method
Track 1 DER Track 2 DER

Dev Set Eval Set Dev Set Eval Set

Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%

“Out of the Box” (CALLHOME) 26.7% 31.6% 40.9% 50.8%

i-vectors, 16 kHz data, no VB 21.7% 28.1% 33.7% 40.4%

x-vectors, 16 kHz data, no VB 20.0% 25.9% 31.8% 39.4%

i-vectors, 16 kHz data, with VB* 19.7% 25.1% 31.3% 37.4%

x-vectors, 16 kHz data, with VB* 18.2% 23.7% 29.8% 37.3%



Fusing PLDA scores from (i|x)-vectors

Diarization Method
Track 1 DER Track 2 DER

Dev Set Eval Set Dev Set Eval Set

Declare there’s only 1 speaker! 36.0% 39.0% 48.7% 55.9%

“Out of the Box” (CALLHOME) 26.7% 31.6% 40.9% 50.8%
i-vectors, 16 kHz data, no VB 21.7% 28.1% 33.7% 40.4%

x-vectors, 16 kHz data, no VB 20.0% 25.9% 31.8% 39.4%

i-vectors, 16 kHz data, with VB* 19.7% 25.1% 31.3% 37.4%
x-vectors, 16 kHz data, with VB* 18.2% 23.7% 29.8% 37.3%

(i+x)-vector fusion, 16 kHz, VB* 18.2% 24.0% 30.3% 37.2%



Corpus-wise breakdown of DER
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Take-home message(s) about diarization

• A good “out of the box” CALLHOME system needed 

considerable tuning to work reasonably on DIHARD

– Using bandwidth-matched data was very helpful for 

training the (i|x)-vector extractor & PLDA parameters

– Corpus-specific tuning was helpful for some modules

– Efforts at speech enhancement haven’t helped … so far

• SAD still requires some serious improvement

• VB re-segmentation is somewhat fragile

• Several corpora are still terribly HARD for diarization


