On the Benefits of Convolutional Neural Network Combinations in Offline Handwriting Recognition
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Abstract—In this paper, we elaborate the advantages of combining two neural network methodologies, convolutional neural networks (CNN) and long short-term memory (LSTM) recurrent neural networks, with the framework of hybrid hidden Markov models (HMM) for recognizing offline handwriting text. CNNs employ shift-invariant filters to generate discriminative features within neural networks. We show that CNNs are powerful tools to extract general purpose features that even work well for unknown classes. We evaluate our system on a Chinese handwritten text database and provide a GPU-based implementation that can be used to reproduce the experiments. All experiments were conducted with RWTH OCR, an open-source system developed at our institute.

Keywords—convolutional neural network, long short-term memory, hybrid HMM, framewise training, offline handwriting, continuous Chinese handwritten text

I. INTRODUCTION

Handwriting recognition (HWR) is the task of transcribing text data from images of handwritten text. Recognizing handwritten text that is scanned from paper is called offline HWR, and online HWR recognizes text that originates from a special device like digitizer or personal digital assistant (PDA). The difference between them is only the sources of their feature extraction [1]. Nowadays, offline handwriting recognition has increased in terms of popularity by researchers due to the difficulty of its process. The difficulties consist of cursive nature of handwriting, the different size and shape of each character, and large vocabularies. Various methods [2], [3], [4] had been proposed to tackle these problems. Specifically, methods using convolutional neural networks (CNNs) or long short-term memory recurrent neural networks (LSTMs) in combination with training frameworks such as hidden Markov models (HMMs) achieve state of the art performance [2], [3]. However, here the framewise features for either hybrid or tandem HMMs are encoded either by CNNs or LSTMs. Therefore, we study the processing of framewise image features using CNNs followed by LSTMs for offline Chinese handwriting recognition.

This work consists of two different experiments: a preliminary and a main experiment. The preliminary experiment was conducted on the isolated character only, which contains a single character per input image and therefore does not involve sequence modeling. The main experiment then processes full text line images, where LSTMs are used to perform the sequence modeling part while CNNs act as preprocessing layers. We evaluate our results on the openly available database called CASIA [5]. The software used in the experiments is freely available for academic research purpose and setups to reproduce the experiments of this paper will be provided.

The rest of this paper is structured as follows. In Section II, we describe the relation of other approaches to ours. Then, the details of our method are presented in Section III. Section IV describes our experimental settings and its results. Lastly, Section V concludes our works in this paper and discusses the future work.

II. RELATED WORK

CNNs are popular for image and object recognition tasks [6], [7], [8]. One of the most successful implementations is GoogLeNet [8], which is built of many CNN layers with a so-called Inception architecture. Moreover, Bluche et al. [2] and Messina et al. [4] successfully implemented CNNs for handwriting recognition. In [2], CNNs are combined with hybrid and tandem HMMs for handwritten English (IAM [9]) and French (RIMES [10]) word recognition. The results are comparable to recurrent neural network (RNN) systems [11] and improved previously used Gaussian HMM systems [12]. Moreover, Messina et al. [4] use the CNNs within multi-dimensional LSTMs with Connectionist Temporal Classification (CTC) for recognizing offline handwritten Chinese (CASIA [13]) text without explicit segmentation. Their result is comparable with the multiple contexts system described in [13]. The combination of a HMM and a neural network is commonly used today [2], [3]. However, in [3], the neural network is an LSTM and the authors combine some successful techniques of object, image, and speech recognition with Bidirectional LSTM (BLSTM) in HMM training systems. Their approach improves the results on the IAM and RIMES corpora. Compared to existing approaches, our method combines CNNs followed by LSTMs with a
hybrid HMM. It is motivated by the reported improvements obtained by either combining CNNs and HMMs or a LSTMs and HMMs. Unlike [2] and [3], we evaluate our approaches on handwritten Chinese (CASIA) text. Our approach is similar to [4], but we will use BLSTMs, study larger networks and evaluate the system in a hybrid HMM instead of using CTC. We furthermore elaborate the reusability of filters learned by a CNN for offline handwriting recognition.

III. PROPOSED METHOD

Our proposed method is composed of three major components: a HMM, a CNN and an LSTM. We will describe each component in this section. The full processing pipeline is illustrated in Figure 1.

A. Convolutional neural networks

CNNs are a variant of feed-forward neural networks with a special architecture. The architecture of CNNs usually contains a convolution followed by a pooling operation. Every neuron in a convolutional layer is connected to some region in the input, which is called a local receptive field. Unlike other types of feed-forward neural networks, all weights are shared based on the position within a receptive field. The shared weights are also called filters. The convolutions operation can be formalized as follows:

\[
(f * g)(z) = \sum_x \sum_y f(x, y) \cdot g(z - x, z - y)
\]

where \(f(x, y)\) is the input image at position \((x, y)\) and \(g(z - x, z - y)\) is a trainable filter. Further, a pooling layer is usually used to generate translation invariant features by computing statistics of the convolution activations from different positions along specific windows. One pooling layer that is commonly used in the CNN implementations is the max pooling layer, which takes the maximum value over a processed region. For the two dimensional case, the max pooling operation with a pooling size of \(j \times k\) becomes

\[
MP(f(x, y))_{jk} = \max_{m=j-x,...,j+x} \{f(m, n)\}
\]

In this paper, CNNs are applied on two different tasks. In a preliminary experiment, the isolated character data are directly used as the input of the CNN and passed through to a fully connected layer, which is a feed-forward neural network with 1024 neurons. Here, the CNNs are composed of 18 convolutional layers and 3 max pooling layers. We used filter sizes of \(1 \times 1\), \(3 \times 3\), and \(5 \times 5\) and 32 or 64 feature maps. The convolutional layers with \(1 \times 1\) filters are used to reduce the number of parameters by reducing the feature maps. In order to fit our input into the network of the main experiment, which uses image slices of size \(8 \times 32\), we applied a max pooling operation with asymmetric filter size \(1 \times 2\) at the fifth CNN layer. The remaining of the max pooling layers use pooling size \(2 \times 2\). The details of our CNN architecture in the preliminary experiment are depicted in Figure 2, and Figure 3 visualizes its outputs with characters as the example. In the main experiment, we merge the isolated character data and text lines data by interpreting every single character as a short text line for the input, which is processed by a sliding window technique in order to obtain \(8 \times 32\) frames. Due to the memory constraints, we applied only five CNN layers in contrast to 18 as in the preliminary experiment. The architecture with five convolutional layers and five max pooling layers is illustrated in Figure 4. Furthermore, we replace the fully connected layer by three BLSTM layers (see next section), where each BLSTM layer contains 512 memory cells for each direction.

B. Long short-term memory

Recurrent neural networks (RNNs) are a kind of neural network that consider not only the current input but also the own internal hidden state of the previous time step when computing the output activation. Unlike a feed-forward neural network, the sequential information of each neuron can be saved and reused. Even though the RNNs perform
Figure 2. The CNN architecture of preliminary experiment that was conducted on the isolated character data, where the C1, C2, ..., C18 layers are the convolutional layers. The max pooling layers are defined as MP1, MP2, and MP3. Lastly, a fully connected layer combines the filter which are then classified using a softmax layer.

well, a main obstacle of RNN training had appeared that lead to an unstable gradient computation, which became well-known as the vanishing gradient problem. The analysis in [14] lead to the invention of the long short-term memory recurrent neural networks (LSTMs), which greatly improve gradient propagation during optimization. This is achieved by three additional gates that protect the gradient information within the neural network, name an input, a forget, and an output gate. The input gate protects the neuron by filtering every input. To decide wether the neuron information should be maintained or removed is the task of a forget gate. Then the output gate limits the memory capacity that goes out as a hidden state. Each gate uses a logistic sigmoid as activation function, which ranges from 0 to 1. In our system we use bidirectional LSTMs (BLSTMs), which are added on top of the CNN layers. BLSTMs are a direct extension to LSTMs, where the input sequence is scanned both in forward and backward direction and subsequently merged into a combined representation. This model was implemented by [15] and is nowadays applied to many sequential learning tasks including handwriting and speech recognition. Our BLSTM has 512 neurons in each layer and direction, and in total three BLSTMs applied in our network.

C. Hidden Markov model

The HMM is a state model that is widely used for handling sequential or temporal data and efficient algorithms for training and inference in HMMs have been developed. An HMM contains transition probabilities $p(s_t|s_{t-1})$, for the transition from a previous state $s_{t-1}$ to the current state $s_t$, and emission probabilities $p(x_t|s_t) = p(x_1, x_2, ..., x_t|s_1, s_2, ..., s_t)$, which assign a probability to an input $x$ given a state $s$. It can be formulated as follows:

$$P(x_1, ..., x_T, s_1, ..., s_T) = \prod_{t=1}^{T} p(x_t|s_t)p(s_t|s_{t-1})$$

(3)

In our system the HMM is used in two phases. First, it is trained with Gaussian mixture models as emission probability distributions in order segment the training data using a Viterbi alignment, such that each frame is mapped to a label in the lexicon and a framewise neural network training is possible. After neural network training, the softmax activations are rescaled by the label prior and used as replacement of the Gaussian mixture models when new data is recognized. This decoding technique is commonly referred to as hybrid HMM approach and is implemented as in [3].

IV. EXPERIMENT AND RESULT

A. Dataset

In this approach, we used the offline Chinese handwriting datasets, which was created by the Institute of Automation of Chinese Academy of Sciences (CASIA), as described in [5]. The datasets consist of isolated characters (HWDB 1.0-1.2) and handwritten text (HWDB 2.0-2.2) data with 7356 classes in total. Similar to [16], we used 3,118,477 samples of isolated character data and 4,076 pages of handwritten
C17: 17th CNN layer: 64 maps of $8 \times 4$ neurons (filters: $3 \times 3$, no max pooling)

C15: 15th CNN layer: 64 maps of $8 \times 4$ neurons (filters: $3 \times 3$, max pooling: $2 \times 2$)

C13: 13th CNN layer: 64 maps of $16 \times 8$ neurons (filters: $3 \times 3$, no max pooling)

C11: 11th CNN layer: 64 maps of $16 \times 8$ neurons (filters: $3 \times 3$, max pooling: $2 \times 2$)

C9: 9th CNN layer: 64 maps of $32 \times 16$ neurons (filters: $3 \times 3$, no max pooling)

C7: 7th CNN layer: 64 maps of $32 \times 16$ neurons (filters: $3 \times 3$, no max pooling)

C5: 5th CNN layer: 64 maps of $32 \times 16$ neurons (filters: $5 \times 5$, max pooling: $1 \times 2$)

C3: 3rd CNN layer: 64 maps of $32 \times 32$ neurons (filters: $5 \times 5$, no max pooling)

C1: 1st CNN layer: 64 maps of $32 \times 32$ neurons (filters: $5 \times 5$, no max pooling)

Input image: $32 \times 32$ pixels

Figure 3. CNN visualization of filter training on isolated characters. For every second CNN layer the resulting feature maps are plotted.

Text data as our training set. However, 10% of the training set were used to gauge the convergence of our training.

Moreover we used the handwritten text dataset from the ICDAR 2013 Handwritten Chinese Character Recognition Competition [13] as evaluation dataset, which consists of 300 text pages decomposed into 3,397 lines. The ICDAR 2013 dataset was written by 60 writers, who did not write any samples from other CASIA datasets (HWDB 1.0-2.2), and the text content is completely different from the HWDB 2.0-2.2 datasets. To compare our result with the literature [4], we only processed the text lines that did not contain invalid characters. Therefore, the numbers of our extracted lines is smaller than the reported number from ICDAR 2013, which was 3,432 lines.

B. Language model

The language model was estimated based on two text corpora: From the training data of CASIA itself [5] and from the PH [17] corpus. From CASIA we used the transcriptions of the given training set, which contains 7,356 unique characters and 4,203,395 characters in total. The PH corpus consists of 3,753,291 characters with 4,723 unique characters. A 10-gram LM with Kneser-Ney smoothing was trained on the label data of the combined corpora and used in the recognition of our systems.

C. Preprocessing and experimental settings

First of all, we preprocessed all data similar to [3]. However, the principal components analysis (PCA) step only applied to extract our baseline system. Starting with full pages containing multiple lines of text as the input, the first step is to segment the lines using the ground truth that is provided by [5]. This is followed by a moment-based normalization. We then extract $8 \times 32$ frames by applying a sliding window and a shift of 3 pixels. HMM training and decoding was done in RASR [18], and the neural networks were trained with our Theano-based RNN training framework RETURNN [19]. We trained and evaluated our approach on GeForce GTX 980 GPUs, and all evaluation results were measured based on the Correct Rate (CR) and the Accuracy Rate (AR) as defined in [13].

D. Isolated Characters

This preliminary experiment was conducted to examine the CNN performance independent of the sequence modeling problem and therefore applied them to isolated character data. In this case, only the CASIA HWDB 1.1 dataset was used to train our CNNs, which contains 3755 classes and 1,121,749 samples. The dataset was split into a train and a validation set based on the writers. For the train set, we used the first 240 writers of HWDB 1.1 (from 1001-f to 1240-f) and the remaining writers were used as validation set. In addition, the isolated characters ICDAR 2013 competition dataset was used as evaluation set. This
Figure 4. The CNN architecture of the main experiment. An input slice of $8 \times 32$ pixels is processed by five consecutive CNN layers followed by three LSTM layers and finally classified into characters using a softmax layer.

### Table I
The result of the preliminary experiment on the isolated characters. Numbers are reported as “correct rate” (CR) in percent.

<table>
<thead>
<tr>
<th>System</th>
<th>HWDB 1.1</th>
<th>ICDAR 2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our CNNs architecture</td>
<td>92.00</td>
<td>92.20</td>
</tr>
<tr>
<td>CNN [20]</td>
<td>90.46</td>
<td>92.88</td>
</tr>
<tr>
<td>MQDF + CNN + MC [20]</td>
<td>92.03</td>
<td>94.44</td>
</tr>
</tbody>
</table>

### Table II
The result of our main experiment compared to results of other groups. The second column shows the accuracy rate of the validation set, and the third column for the evaluation set of the competition.

<table>
<thead>
<tr>
<th>System</th>
<th>Valid [%]</th>
<th>Eval [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN + LSTM (Our system)</td>
<td>84.87</td>
<td>83.50</td>
</tr>
<tr>
<td>LSTM (Baseline)</td>
<td>76.24</td>
<td>77.00</td>
</tr>
<tr>
<td>HMM + MQDF [13]</td>
<td>-</td>
<td>86.73</td>
</tr>
<tr>
<td>Multiple geometric context + LM [16]</td>
<td>-</td>
<td>89.28</td>
</tr>
<tr>
<td>MDLSTM + C-TC [4]</td>
<td>-</td>
<td>89.4</td>
</tr>
</tbody>
</table>

was done to make a comparison with other groups. All the data was processed as pixel features, which were first converted from the provided binary format to grayscale images form and were resized to $32 \times 32$ by a bi-linear scaling algorithm. This scaling method was processed with keeping the ratio by adding the white padding and performed uniformly. Lastly, the data was normalized by its center of gravity. Table I shows our results and those of other groups. We can see that our single deep CNN system is able to achieve competitive performance to a complex system combination scheme.

### E. Continuous handwriting recognition

In this experiment, the inputs were $8 \times 32$ image slices that were extracted by applying a sliding window to the text line images of the CASIA database. These frames were passed through the CNN layers followed by three BLSTM layers. During our experiment, we evaluated our model using the ICDAR 2013 eval set. For comparison we trained a baseline system only composed of the BSTLM layers and which uses a standard preprocessing by reducing the components of the image slices to 24 principal components using PCA. Each layer of BLSTM consists of 512 memory cells in each direction. Table II describes the result of this experiment and a comparison with the baseline and other groups is shown. We can see that the CNN based system outperforms the baseline without CNNs by a large magnitude. In order to make use of the isolated characters, we studied the effect of initializing the convolutional layer in the text line system with filters that were trained on the isolated characters only. As shown in Figure 5 we can observe a strong improvement when the system is initialized with such filters, which suggests that filters might also be reusable in tasks with multiple scripts and languages.

![Pretrained vs from-scratch](image)

Figure 5. Identical systems were trained, but one with a random weight initialization and another with filters obtained from training on the isolated characters. We can not only observe a faster convergence but also a significantly better overall performance if the filters are initialized from previously trained CNNs. The errors reported are relative numbers of misclassified frames.

V. Conclusion and Future Work

We presented our approach of combining a CNN and a BLSTM in a framewise hybrid HMM framework. It shows that the initialized filters of a CNN can achieve
better performance than the randomly initialized filters. The presented system shows competitive performance to much more complex systems and the software can be obtained at our institute’s website in order to reproduce the experiment. More importantly, in the future we are looking to take even more advantage of pretrained convolutional filters for the specific purpose of offline handwriting recognition, by taking multiple scripts and data sources into account.
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