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ABSTRACT

We present competitive results using a Transformer encoder-decoder-attention model for end-to-end speech recognition needing less training time compared to a similarly performing LSTM model. We observe that the Transformer training is in general more stable compared to the LSTM, although it also seems to overfit more, and thus shows more problems with generalization. We also find that two initial LSTM layers in the Transformer encoder provide a much better positional encoding. Data-augmentation, a variant of SpecAugment, helps to improve both the Transformer by 33% and the LSTM by 15% relative. We analyze several pretraining and scheduling schemes, which is crucial for both the Transformer and the LSTM models. We improve our LSTM model by additional convolutional layers. We perform our experiments on LibriSpeech 1000h, Switchboard 300h and TED-LIUM-v2 200h, and we show state-of-the-art performance on TED-LIUM-v2 for attention based end-to-end models. We deliberately limit the training on LibriSpeech to 12.5 epochs of the training data for comparisons, to keep the results of practical interest, although we show that longer training time still improves more. We publish all the code and setups to run our experiments.

Index Terms— Transformer, LSTM, attention, end-to-end ASR

1. INTRODUCTION

End-to-end automatic speech recognition (ASR) tries to simplify the modeling aspect, the training pipeline, and the decoding algorithm [1–8]. It also tries to reduce any assumptions being made about the data, and thus better performance can potentially be expected compared with the conventional system, the hybrid hidden Markov model (HMM) - neural network (NN) approach on phoneme level [9–12]. The encoder-decoder attention model [6, 13, 14] is one possible end-to-end model which we will focus on in this work. A recent development in end-to-end models has gained lots of interest, as the performance is improving and it is finally overtaking the conventional hybrid approach [15–16] if they are trained on moderate amounts of training data.

Initial works on encoder-decoder models were usually based on long short-term memory (LSTM) [17] networks [18]. Later, convolutional networks have been used as well [19–21]. More recently, the Transformer model was introduced [22], which is based on self-attention [23–25]. The motivation for self-attention is two-fold: It allows for more direct information flow across the whole sequence, and thus also more direct gradient flow. Also, it allows for faster training, as most operations can be calculated in parallel for the standard cross-entropy loss. Since then, the Transformer model has become a very successful model in various applications [26–27]. The Transformer as an auto-regressive language model has been suggested in [28–32]. The Transformer LM for ASR has been used in [21–33]. More recent work suggested to use the Transformer directly as the acoustic model [34] or as an end-to-end ASR model [34–42].

We want to extend on that work, and provide a comparison between Transformer models and LSTM models for end-to-end ASR. We show that initial LSTM layers instead of the standard positional encoding greatly improved our Transformer performance. Also, we show the importance of data augmentation, especially for the Transformer model. A comparison between Transformer and LSTM has been done in [43–46]. Combining the components of these two architectures have also been studied [44] in which better results than both individual models have been obtained. A pretraining scheme like BERT as a contextual representation based on a large Transformer model [26] is commonly used in many applications. A similar pretraining scheme to the Transformer as we do has been done in [47].

We also extend on our LSTM baseline by adding initial convolutional layers, and a slightly more stable MLP attention variant, by reparameterization of the outer weights. Also, we explore a faster LSTM variant where the decoder LSTM is decoupled from the loop, and thus allows for faster training.

2. LSTM-BASED ASR BASELINE

Our LSTM baseline is based on [14, 48, 49], but Listen-Attend-and-Spell [6] and others are similar. Our LSTM baseline model consists of a stacked bidirectional LSTM encoder, with max-pooling in time operations optionally between the
bidirectional LSTM (BLSTM) layers. For the input sequence \( x_1^T \), we end up with the encoder state
\[
h_1^{\prime \prime} = (\text{BLSTM}_{#\text{enc}} \circ \cdots \circ \text{max-pool}_1 \circ \text{BLSTM}_1)(x_1^T),
\]
where \( T' = T/#\text{red} \). for the time reduction factor \( #\text{red} \), and \( #\text{enc} \) is the number of encoder layers, with \( #\text{enc} \geq 2 \).
In our experiments, the first max-pooling has pool-size 3, and the second and last max-pooling has pool-size 2, i.e. we get a total time reduction factor \( #\text{red} = 6 \).

In the decoder, we use the **MLP attention** \([5,13]\), i.e. the attention energies \( e_{i,t} \in \mathbb{R} \) for encoder time-step \( t \) and decoder step \( i \) are defined as
\[
e_{i,t} = v^T \tanh(W[s_i, h_t, \beta_{i,t}]),
\]
where \( v \) is a trainable vector, \( W \) a trainable matrix, \( s_i \) the current decoder state, \( h_t \) the encoder state, and \( \beta_{i,t} \) is the attention weight feedback. The attention weight feedback is a variant of the fertility score \([50]\), which is defined as
\[
\beta_{i,t} = \sigma(v^T_{\beta} h_t) \cdot \sum_{k=1}^{i-1} \alpha_{k,t},
\]
where \( v_{\beta} \) is a trainable vector. Then the attention weights are defined as
\[
\alpha_{i,t} = \text{softmax}(e_i)
\]
and the attention context vector is given as
\[
c_i = \sum_t \alpha_{i,t} h_t.
\]
The decoder state is a recurrent function implemented as
\[
s_i = \text{LSTMCell}(s_{i-1}, y_{i-1}, c_{i-1})
\]
and the final prediction probability for the output symbol \( y_i \) is given as
\[
p(y_i|y_{i-1}, x_1^T) = \text{softmax}(\text{MLP}_{\text{readout}}(s_i, y_{i-1}, c_i)).
\]
In our case we use \( \text{MLP}_{\text{readout}} = \text{linear} \circ \text{maxout} \circ \text{linear} \).

For LibriSpeech and TED-LIUM, we use CTC as an ad hoc loss on top the encoder \([51]\), mostly to help the initial convergence, alongside with the pretraining, but also for regularization, but the CTC output is not used in decoding.

### 2.1. Pretraining

We follow a similar pretraining scheme as in \([48]\), which has been shown to help convergence. Specifically, we start with a small encoder (small in depth and width, i.e. number of layers and hidden dimensions) and then grow it step by step (i.e. we add layer by layer, and increase the dimension sizes). Alongside the growth of the model, we also use learning rate warmup and scheduling of regularization such as dropout \([52]\) and label smoothing \([53]\), which we keep low or disabled initially and then later enable. Also, it can help to have a larger batch size (or use accumulated gradients) initially. Alongside this scheduling, some curriculum learning \([54]\) can also be important. All of that is to make the convergence initially more stable and easier.

In our experiments, training does not converge at all if we do not use any pretraining. Although if we do it too much (i.e. too long), it also hurts performance, thus the pretraining phase needs a bit of tuning. Usually tuning the pretraining for some fast initial convergence is enough, and does not take much work and time, as you are looking at the initial training phase only.

### 2.2. Initial convolutional network

**Inspired by** \([19]\), we experimented with adding convolutional layers as the initial encoder layers, directly on the features, before the BLSTM layers. In our experiments, it made the initial convergence somewhat more unstable (we needed to increase the pretraining time), but it can help the overall performance in some cases (see Table 2).

### 2.3. Stable MLP attention projection (ExpV)

We can reformulate the attention energies \( e_{i,t} \) as
\[
e_{i,t} = v'^T \tanh(W'[\ldots]), \quad \text{where } v' \geq 0 \text{ element-wise.}
\]
We simply set \( v' = \text{abs}(v) \), and for all negative elements in \( v \), we multiply the corresponding row in \( W \), such that we get \( W' \). Thus, if we restrict all elements in \( v \) to be positive, we keep the same expressiveness. This inspired us to use
\[
e_{i,t} = \exp(v''^T \tanh(W''[\ldots]))
\]
for any \( v'' \).

### 2.4. Decoupled decoder LSTM

For faster training time, and inspired by \([40]\), and similar to the Transformer, we also investigate a variant, where the decoder LSTM does only depend on the ground truth, instead of the attention context. This allows for the direct use of very fast LSTM implementations. Besides, we don’t use weight feedback and we use dot-attention instead of MLP-attention, such that we can parallelize everything else in the decoder (this is automatically being optimized by RETURNN) (see Table 4 for train speed). Interestingly, we observed that these models tend to overfit more, similar to the Transformer. If overfitting is not dominant, this model performs good, but worse than the LSTM baseline (see Table 2).

### 3. TRANSFORMER-BASED ASR MODEL

Our Transformer model is based on the original model \([22]\) consisting of stacked layers. The encoder is composed of a multihead self-attention layer followed by a feedforward layer. We apply layer normalization \([55]\) before each layer and dropout followed by a residual connection afterward. The decoder is constructed similar to the encoder with an additional multi-head attention layer to couple the representation of encoder states and decoder ones. As for the LSTM encoder, we also apply some time reduction in the encoder to adopt long speech sequences. As we have shown before that a
stacked BLSTM with interleaved max-pooling in time works well, we utilize the same idea here, specifically 2 layers of BLSTM and max-pooling operations. As the LSTM is able to learn a positional encoding by itself, we discard the standard positional encoding from the encoder that initially proposed in \cite{22} to preserve the order of a sequence. We also discard it from the decoder, as shown in \cite{33} since it is not needed for the auto-regressive model. Therefore, we define

\[
h_{i}\left(x_{1:T}\right) = \text{max-pool}_{2} \circ \text{BLSTM}_{2} \circ \text{max-pool}_{1} \circ \text{BLSTM}_{1}(x_{1:T}),
\]

where max-pool has pool-size 3, and max-pool has pool-size 2, i.e. \(T' = T/#\text{red}\) with time reduction factor \(#\text{red} = 6\). As stated, it follows the standard Transformer encoder, i.e.

\[
h_{i}^{T'} = \text{layer-norm}(\cdot; h_{1}^{T'}),
\]

where \(h_{T'}^{T'}\) is the final encoder output, \#enc is the number of Transformer encoder layers, and each layer is defined as

\[
\text{TrafoEncLayer}_{i} = \text{SelfAttBlock} \circ \text{FFBlock},
\]

where

\[
\text{SelfAttBlock}(z) = z + (\text{dropout} \circ \text{linear} \circ \text{self-attention} \circ \text{layer-norm})(z),
\]

\[
\text{FFBlock}(z) = z + (\text{dropout} \circ \text{linear} \circ \text{relu} \circ \text{linear} \circ \text{layer-norm})(z).
\]

The decoder predicts the next output \(y_{i}\) as before, i.e. it defines

\[
p(y_{i}|y_{i-1}, h_{i}^{T'}(x_{1:T})) = \text{softmax} \circ \text{linear}(\text{TrafoDecLayer}_{i}(h) \circ \text{layer-norm}(y_{i-1})),
\]

where \#dec is the number of decoder layers. Each decoder layer is defined as

\[
\text{TrafoDecLayer} = \text{FFBlock} \circ \text{EncAttBlock} \circ \text{MaskedSelfAttBlock},
\]

where FFBlock is as before, MaskedSelfAttBlock is like SelfAttBlock but it used masked-self-attention, and

\[
\text{EncAttBlock}(z) = z + (\text{dropout} \circ \text{linear} \circ \text{attention}(h) \circ \text{layer-norm})(z).
\]

All three types of attention we use, \text{attention}(h), self-attention and masked-self-attention are simply dot-attention, and the detailed formula can be seen in \cite{22}, or in our configuration files. We also use dropout on the attention weights.

### 3.1. Pretraining

Following the experience with pretraining from the LSTM model, we apply a similar pretraining scheme for the Transformer. However, as we observed a more stable and faster initial convergence, we increased the pretrain construction speed. Also, as the decoder is deeper now, we let it grow, like the encoder. Specifically, we start with a single layer in the decoder and encoder each, and double the number of layers after every pretrain iteration. At the same time, we linearly increase the hidden dimensions. Completely disabling the pretraining does not converge in our experiments; having a slower pretraining scheme decreased the performance.

### 3.2. Training behaviour

Compared to the LSTM models, the Transformer model trains faster. Also, it usually trains more stable, i.e. the convergence is much faster initially, and it does also converge without CTC, in contrast to the LSTM. We also observed that the Transformer model tends to overfit more compared to the LSTM (compare Figure 1). Overall, we get similar performance with the Transformer compared to the LSTM (compare Table 2), if a moderate amount of training data provided.

The initial LSTM layers are quite important (compared to the standard positional encoding without LSTMs), for better convergence and also final performance. CTC also helps in the same way, but to a lesser extent (compare Figure 2). We also compare a different number of layers in the encoder and the decoder (see Table 1), and in general see that increased depth helps up to some limit.\footnote{However, many of our experiments were conducted with the initially selected baseline architecture of 12 layers in both the encoder and the decoder.}

### 4. DATA AUGMENTATION

We closely follow SpecAugment \cite{16} as our data augmentation technique. We randomly apply masking in consecutive frames in the time axis, and consecutive dimensions in the feature axis. Our time warping was optional (and later also mostly disabled for performance reasons) and changed the speed uniformly on the whole sequence, on the raw audio level. This is done always on-the-fly, i.e. the model never sees the original data during training, and a different permuted variant in every step. We can confirm that it severely reduces overfitting. The effect varies though, depending on the model and on the dataset. In general, if a particular setup had much overfitting problems, it can help, to some degree. In some cases it completely solves the overfitting, in others it just reduces it. And there is a limit of how much data augmentation is still effective. This is first by the stability of the initial convergence, which can be solved though by some scheduling of the augmentation. However, even then, at some point, the performance just degraded by more augmentation. Still, in all cases, adding some data augmentation improved the setup (see Table 2, Figure 1, Figure 5).

### 5. LANGUAGE MODEL FUSION

We train Transformer language models \cite{28-33} on the extra text-only data and the transcriptions. We apply the language model in decoding by shallow fusion \cite{56-57}. We use a single scale parameter to weight the log probability of the language.
model, which we tune on the development set WER.

Following [40], we study the end-of-sentence (EOS)-
penalty in the context of language model shallow fusion.
The EOS penalty allows preventing short hypotheses when
a large beam size [58] is used in shallow fusion. The exact
penalty variant we use is as follows: We introduce a factor \( \gamma \)
(which we tune on the dev set) and we only allow emitting the
EOS when its log probability is higher than \( \gamma \) times the log
probability of the non-EOS word with the highest probability.

6. EXPERIMENTS

The experiments were performed on LibriSpeech (1000h)
[59], Switchboard (300h) [60], and TED-LIUM release 2
(200h) [61]. All experiments were performed using RE-
TURN [62] 2. Language models for shallow fusion are
selected based on their perplexity on the development set.

Table 1. LibriSpeech 1000h results. Comparing different en-
coder and decoder depths (number of layers).

<table>
<thead>
<tr>
<th>Depth</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enc.</td>
<td>Dec.</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

6.1. LibriSpeech (1000h)
The LibriSpeech ASR used here is based on [14, 48, 49]. We
limit the training time by a fixed number of epochs over the
training dataset in all experiments, if not noted otherwise.
Specifically, we train for exactly 12.5 epochs (~12.5k hours
of audio), which takes about 3-7 days on a single Nvidia
1080 Ti GPU (except for the 'LongTrain' experiments, which
trained for 25 epochs). Note that this is much less compared
to what the authors of SpecAugment [16] do for their best
system. They train for over 600 epochs, which takes about 24
days on 32 TPUs [63]. We also observed that we can further
improve our performance through longer training. All our re-
results are collected in Table 2. As the total training time (in
hours) can be of importance, we visualize our various experi-
ments w.r.t. training time and WER in Figure 3, which shows
also our trend during the past 1.5 years of tuning. While this
highly depends on our experience, we also publish most of

Table 2. LibriSpeech 1000h results (12.5 epochs). Compar-
ing Transformer to LSTM, and its decoupled decoder LSTM
(DecLSTM) variant; comparing to other results in the litera-
ture; data augmentation most similar to SpecAugment; initial
convolutional network (Conv); stable MLP attention projection
(ExpV); LongTrain trains for twice as long (25 epochs).

<table>
<thead>
<tr>
<th>Method</th>
<th>LM</th>
<th>WER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dev</td>
<td>test</td>
</tr>
<tr>
<td></td>
<td>clean</td>
<td>other</td>
</tr>
<tr>
<td>HMM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM [49]</td>
<td>Trafo</td>
<td>1.9</td>
</tr>
<tr>
<td>Attention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN/LSTM [40]</td>
<td>CNN</td>
<td>3.01</td>
</tr>
<tr>
<td>+ SpecAug</td>
<td>none</td>
<td>2.5</td>
</tr>
<tr>
<td>+ LM [16]</td>
<td>LSTM</td>
<td>2.5</td>
</tr>
<tr>
<td>Transformer</td>
<td>none</td>
<td>5.74</td>
</tr>
<tr>
<td>+ SpecAug</td>
<td>4.31</td>
<td>10.98</td>
</tr>
<tr>
<td>+ Conv</td>
<td>3.77</td>
<td>10.03</td>
</tr>
<tr>
<td>+ ExpV</td>
<td>2.51</td>
<td>6.66</td>
</tr>
<tr>
<td>+ LongTrain</td>
<td>Trafo</td>
<td>4.45</td>
</tr>
<tr>
<td>LSTM</td>
<td>none</td>
<td>4.05</td>
</tr>
<tr>
<td>+ Conv</td>
<td>3.93</td>
<td>10.72</td>
</tr>
<tr>
<td>+ ExpV</td>
<td>4.12</td>
<td>10.90</td>
</tr>
<tr>
<td>+ LongTrain</td>
<td>3.64</td>
<td>9.93</td>
</tr>
<tr>
<td>+ LM</td>
<td>Trafo</td>
<td>2.72</td>
</tr>
<tr>
<td>+ LM-EOS</td>
<td>Trafo</td>
<td>2.56</td>
</tr>
<tr>
<td>+ LM-EOS LSTM</td>
<td>2.77</td>
<td>7.50</td>
</tr>
<tr>
<td>DecLSTM</td>
<td>none</td>
<td>4.85</td>
</tr>
<tr>
<td>+ SpecAug</td>
<td>4.37</td>
<td>11.09</td>
</tr>
</tbody>
</table>

the relevant configs. In Figure 3 we compare Transformer
based and LSTM based models, and while the LSTM has sim-
ilar performance, in some cases slightly better performance,
the Transformer often takes less training time. An important
method is data augmentation, as can be seen in Figure 5.

For our Transformer experiments, we use a hidden dimen-
sion of 512 except for the feedforward sublayer of size 2048.
We set the number of heads to 8 and stack 12 layers both in the
encoder and the decoder. We use dropout and label smoothing
of 0.1. Similar to the LSTM models, we use the Adam optim-
izer [64] with a variant of Newbob learning rate scheduling.
A warmup period with increasing learning rate is used.

For shallow fusion experiments, we train a 24-layer Trans-
former language model with a feedforward dimension of 4096
and 1024 self-attention total dimension with 8 heads on the
800M-word text only data. We carry out shallow fusion with
both LSTM and Transformer attention baseline models. We
first carry out shallow fusion for the LSTM baseline using 12,
32, and 64 beam sizes, where 32 gave the best development
WERs. While we find the EOS penalty (LM-EOS) to give
some improvements for the LSTM baseline (Table 2) with a
beam size of 64 and the penalty of \( \gamma = 1.0 \), no improvement
6.2. Switchboard (300h)

Our setup is based on [48]. We train for 33 epochs over the training data, which takes 2-4 days on a single 1080 GPU. We have started our Transformer experiments similar to the LibriSpeech configuration with a stack of 12 layers, however, we increase the dropout to 0.2, and apply it on various parts of the model, also embedding layer. Furthermore, we decrease the feedforward hidden size to 1024. The batch size and gradient accumulation are set such that we update every 25k-30k subwords. We also vary the number of encoder layers and dropout ratio and report the results in Table 3. In all the Transformer’s configs, we utilize the CTC loss as we observed that the model converges faster, nevertheless, it converges without CTC. For shallow fusion, we selected a 30-layer Transformer language model with a feedforward hidden size of 2048 and a self-attention dimension of 512 with 8 heads. The introduction of the EOS penalty (LM-EOS) gave marginal improvements with a beam size of 32. We note that the improvements from the language model in this task with smaller LM training data (26M words) is rather limited compared with what we obtain for LibriSpeech.

6.3. TED-LIUM release 2 (200h)

The TED-LIUM setup is very much based on the LibriSpeech setup. We note that it took only 2 days to prepare the whole training and recognition pipeline, which is one of the advantages of such an end-to-end system, and also shows that the LibriSpeech baseline is stable across datasets. We publish the whole setup with all scripts for the whole preparation, training and recognition pipeline [4]. We train for 37 epochs over the training data, which takes 1-2 days on a single 1080

---

See the source code for a clear understanding. For further details, please refer to [48].
Fig. 3. The plot shows the WER and training runtime on a single Nvidia 1080 GPU of most of our LibriSpeech experiments, starting from Feb 2018 until Jun 2019 (date taken from our Git history). The darker the color, the more recent the experiment.

Fig. 4. Most of our LibriSpeech experiments, like Figure 3, showing Transformer vs. LSTM.

GPU. Experimental results are shown in Table 4. The Transformer model has been trained using data augmentation similar to those in the Switchboard setup. The decoupled decoder LSTM experiment is based on the LibriSpeech setup. We observe very high overfitting for this model, which can maybe be compensated by more regularization or data augmentation. For shallow fusion, we train a 1K-BPE level 30-layer Transformer with a feedforward dimension of 4096, total self attention dimension of 768 with 12 heads, on the 270M-word text only data provided with TED-LIUM release 2. Again, the use of EOS-penalty with a larger beam size of 32 gives slight improvements over the baseline shallow fusion with a beam size of 12 (further increasing the beam size to 64 did not result in any improvement).

7. CONCLUSION

We have shown competitive results with Transformer models for end-to-end ASR, which can be trained faster and more stable than LSTMs. Overfitting and generalization might be a problem, though, which can partly be overcome with data-augmentation. Data-augmentation, in general, seemed to be extremely helpful, especially for the Transformer models whose overfitting issue is much more severe than those of LSTM. Moreover, pretraining along with time reduction leads to faster convergence, and higher performance boost. The CTC auxiliary loss helps training in both cases.
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