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Abstract

The task of an automatic speech recognition system is to convert speech signals into written text by choosing the recognition result according to a statistical decision rule. The discriminative training of the underlying statistical model is an essential part to improve the word error rate performance of the system. In automatic speech recognition a mismatch exists between the loss used in the word error rate performance measure, the loss of the decision rule and the loss of the discriminative training criterion. In the course of this thesis the analysis of this mismatch leads to the development of novel error bounds and training criteria. The novel training criteria are evaluated in practical speech recognition experiments. In summary, we come to the conclusion the statistical model is able to compensate for this mismatch if the discriminative training criterion involves the loss of the performance measure.

Automatic speech recognition is based on Bayes decision rule. This rule chooses the most probable sentence as the recognition result for a given speech signal. The word error rate measures the performance of the recognition result. This measure is based on the Levenshtein loss and calculates the minimum number of insertions, deletions, and substitutions to transform the spoken into the recognized sentence. However, this choice of performance measure bears a fundamental mismatch to the one targeted in the maximum probability decision rule, as by definition, Bayes decision rule minimizes the sentence error rate, which does not guarantee to optimize the performance measure of automatic speech recognition — the word error rate. The straightforward approach to overcome this problem incorporates the Levenshtein loss into Bayes decision rule by choosing the recognition result according to the sentence minimizing the posterior-expected Levenshtein loss. Nevertheless, the evaluation of this decision rule is too time and memory consuming. It only is performed as a post-processing step after the search of the maximum probability decision rule.

In practice, we have to make a model assumption to Bayes decision theory. The theory assumes the true distribution, which is the empirical prior of all speech signals and spoken sentences. This distribution is unknown in practice. To stay as close to the principle of Bayes decision rule, a model distribution with free parameters substitutes the true distribution. The corresponding maximum probability decision rule using the model is called the model-based decision rule. The free parameters of the model are learned from training data, e.g., with generative training. Subsequently, discriminative training finetunes the model. For automatic speech recognition, the type of discriminative training criterion plays a crucial role. For example, the Minimum Phone Error (MPE) criterion, which involves the Levenshtein loss, performs better than other discriminative criteria like cross-entropy or maximum-mutual-information.

Apart from its superior practical performance, the MPE criterion has a lack of theoretical justification. In contrast to this criterion, the cross-entropy criterion can be derived based on a formal derivation scheme from the Kullback-Leibler divergence comparing the true and model distribution. In this scheme, the Kullback-Leibler divergence is an upper bound to the error difference between the model-based and Bayes decision rule. The error difference measures the
performance difference between both decision rules. For the MPE criterion, different from the cross-entropy criterion, no such derivation scheme exists relating the training criterion to an upper bound on the error difference. In this thesis, we close this gap and give a theoretical justification for the MPE criterion.

In the first part of this thesis, we develop a scheme to derive discriminative training criteria from bounds on the error difference between the model-based and Bayes decision rule. The \textit{f-Divergence} is the basis for the examined error bounds. This divergence family is a generalization of the \textit{Kullback-Leibler} divergence and is used to compare two distributions. We start by formulating proofs to derive upper \textit{f-Divergence} bounds on the classification error difference. These proofs are then extended to error bounds based on a more general loss. These also include error bounds based on the \textit{Levenshtein} loss, which are relevant to the mismatch between performance measure and model-based decision rule in automatic speech recognition. We ultimatively find a type of explicit bound which is suitable to derive discriminative training criteria. Before this thesis, no derivation scheme for more general losses like the \textit{Levenshtein} loss existed relating the training criterion to an upper bound on the error difference. Practical automatic speech recognition experiments evaluate our novel training criteria. These experiments include frame-wise training of neural network training as well as sequence training of log-linear mixture models. We show that our novel \textit{f-Divergence} training criteria achieve a competitive or better performance than the conventional cross-entropy and minimum phone error criteria.

The second part of this thesis summarizes our successful participation in the QUAERO project evaluation campaign. We contributed the automatic speech recognition system for German in all project periods achieving the best or competitive results.
KURZFASSUNG


Die mathematische Form des Trainingskriteriums spielt für die automatische Spracherkennung eine wichtige Rolle. Zum Beispiel erreicht das Kriterium, welches die erwartete *Levenshtein* Verlustfunktion der gesprochenen Phonemesequenz minimieren soll, in der Praxis die besten Ergebnisse. Theoretisch ist dieses Kriterium aber schlecht fundiert. Das entsprechende Kriterium wird auch das Minimum Phone Error Kriterium genannt. Im Gegensatz dazu ist das Kreuzentropiekri-


Der zweite Teil dieser Arbeit fasst unsere erfolgreiche Teilnahme an der QUAERO Projektbewertung zusammen, an der wir mit konkurrenzfähigen Spracherkennungssystemen in Deutsch teilgenommen haben.
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1. Introduction

Automatic Speech Recognition has simplified the life of many people. Nowadays, automatic speech recognition is available on smartphones, smartwatches, televisions, or cars, just to name a few of many examples. Many people use it to perform their daily routine: to dictate, to perform commands using their favorite personal assistant, to play music, or as an intermediate step for speech-to-speech translation. Automatic speech recognition is especially helpful for disabled persons who are not able to use their hands to communicate or to perform commands in a smart home, for example.

The task of automatic speech recognition is to convert speech signals into written text. For this purpose, the recognition result for a given speech signal is the most probable sentence. The word error rate measures the performance of the recognition result based on the Levenshtein loss between the spoken and recognized sentence. This loss determines the minimum number of insertions, deletions, and substitutions to transform the spoken into the recognized sentence.

Traditionally an automatic speech recognition system is composed of signal analysis, an acoustic model, a language model, and the global search, as shown in Figure 1.1.

- The signal analysis performs a short-term spectral analysis to convert the continuous speech signal into low-dimensional features (Section 1.1).
- The acoustic model computes a probability of an acoustic state given a sequence of acoustic features (Section 1.2).
- The language model computes the probability of a word given a sequence of previous words (Section 1.3).
- The global search computes the most probable sentence. A combination of acoustic and language model probabilities composes the sentence probabilities (Section 1.4).

The acoustic and language model have free parameters. We learn those from training data. Traditionally generative training has been applied to the models followed by a discriminative fine-tuning. To test the approaches developed in this thesis in practice, we apply them to discriminative training of the acoustic model. Well-known examples of training criteria are the cross-entropy, the Maximum-Mutual-Information (MMI), and the MPE criterion. Section 2.1 gives an overview of the state-of-art in discriminative training.

Bayes decision rule is the basis of automatic speech recognition. This rule chooses the maximum probability sentence according to the true distribution. However, this distribution is the prior of speech signals and spoken sentences and is unknown in practice. Therefore, a model substitutes the true distribution instead. The corresponding choice of the maximum probability sentence according to the model distribution is called the model-based decision rule. In Section 2.2 a more general introduction to Bayes decision theory covers automatic speech recognition as a special case. By definition, Bayes decision rule minimizes the sentence error rate, which does guarantee...
to minimize the word error rate, and therefore the performance measure. This contradiction introduces a fundamental mismatch between the performance measure and the Bayes decision rule in automatic speech recognition. A detailed overview of the mismatch is given in Section 2.3.1. One solution to anticipate this mismatch is to include the Levenshtein loss into Bayes decision rule by choosing the recognition result according to the minimum expected Levenshtein loss. Nevertheless, in practice, this approach is too time- and memory-consuming and only feasible as an approximation through a post-processing step to the maximum probability decision rule.

Another approach to anticipate the mismatch is to fit the model towards the performance measure — the minimum word error rate — through the training criterion. MPE is such a criterion minimizing the posterior-expected Levenshtein loss of the spoken phoneme sequence. That is why MPE performs in practice better than other discriminative training criteria. However, the theoretical implications of this criterion are vague concerning the mismatch of performance measure and decision rule in automatic speech recognition.

Apart from its superior practical performance, the MPE criterion has a lack of theoretical justification. In contrast to MPE, the cross-entropy criterion can be derived from a formal derivation by the Kullback-Leibler divergence comparing the true and model distribution. In this case, the Kullback-Leibler divergence is an upper bound on the error difference between the Bayes and model-based decision rule. Nevertheless, for MPE no such derivation scheme exists relating the criterion to an upper bound on the error difference. We close this gap by developing a theoretical justification for the MPE criterion.

In this thesis, we contribute a scheme to derive discriminative training criteria from bounds on the error difference between the Bayes and model-based decision rule. The $f$-Divergence is the basis of these bounds, which is a generalization of the Kullback-Leibler divergence to compare two distributions. We first show proof for classification error bounds, which we extended to error bounds based on more general loss functions. These error bounds also include the case of the Levenshtein loss and are therefore relevant for the mismatch condition in automatic speech recognition. Our statements do not apply to automatic speech recognition only but address a wider scope of pattern recognition problems with loss functions different from the Levenshtein
loss. Furthermore, this thesis presents a specific type of explicit bounds which is suited to derive novel discriminative training criteria. We test the usefulness of these criteria in automatic speech recognition experiments on real-life data. Our experiments include frame-wise training of neural network training as well as sequence criteria of log-linear mixture models. The novel $f$-Divergence training criteria achieve competitive or even better performance than the conventional cross-entropy and MPE criterion.

### 1.1 Signal Analysis/Feature Extraction

The goal of the signal analysis is to reduce a continuous speech signal into a sequence of low-dimensional features. This transformation should ideally remove all irrelevant information from the speech signal, such as background noise, speaker identity, reverberation, and other effects.

Traditional speech recognition systems apply a short term spectral analysis [Rabiner & Schafer 78], based on a Fourier analysis. Two of the more widely used procedures for signal processing are Mel Frequency Cepstral Coefficients (MFCC) [Davis & Mermelstein 80] and Perceptual Linear Prediction (PLP) [Hermansky 90]. [Pitz 05] gives a more detailed description of the signal analysis.

A commonly used method to include dynamic information is augmenting the original feature vector with the first and second derivatives yielding a high dimensional vector. Linear Discriminant Analysis (LDA) is a more general approach concatenating feature vectors of neighboring time frames [Fisher 36, Duda & Hart 01]. The LDA is a linear transformation that projects a feature space into a lower-dimensional subspace. This projection maximizes the class separability for distributions with equal variances.

Several methods have been developed to overcome the speaker dependency of the acoustic feature vectors. Speaker normalization tries to reduce the speaker dependency by transforming the acoustic feature vectors. Speaker adaptation tries to adjust the model parameters of the speech recognition system to the characteristics of the given speaker. A unified view of speaker-dependent transformations is presented in [Pitz 05].

### 1.2 Acoustic Modeling

The acoustic model provides a statistical model $q(x_1^T | w_1^N)$ for the realization of a sequence of acoustic vectors $x_1^T$ given a word sequence $w_1^N$. The acoustic model is a concatenation of the acoustic models for the basic sub-word units that the speech recognition system utilizes according to a pronunciation lexicon.

Depending on the amount of training data and the desired model complexity, the sub-word units are whole words, syllables, phonemes, or phonemes in context, or even words and therefore not using sub-units. Smaller units than words enable the speech recognition system to recognize words that have not occurred in the training data and to ensure that enough instances of each unit have been observed in training to allow a reliable parameter estimation. In Large Vocabulary Speech Recognition (LVCSR), the most commonly used sub-word units are phonemes in the context of one or two adjacent phonemes, so-called tri-phones, and quin-phones, respectively. Context-dependent phonemes (allophones) account for the different pronunciations of a phoneme depending on the surrounding phonemes.

The acoustic realizations of a sub-word unit differ significantly depending on the speaking rate. Variations in speaking rate are modeled by the Hidden Markov models (HMMs). HMMs have become the standard approach to automatic speech recognition systems [Baker 75, Rabiner 89]. An HMM is a stochastic finite state automaton consisting of many states and transitions between the states. The probability $q(x_1^T | w_1^N)$ is extended by unobservable (hidden) random variables
representing the states:

$$q(x^T_1 | w^N_1) = \sum_{s^T_1} q(x^T_1, s^T_1 | w^N_1).$$

The sum is over all possible state sequences $s^T_1$ for a given word sequence $w^N_1$. Using Bayes’ identity, this can be rewritten as

$$q(x^T_1 | w^N_1) = \sum_{s^T_1} \prod_{t=1}^{T} q(x_t | x^{t-1}_1, s^T_1, w^N_1) \cdot q(s_t | x^{t-1}_1, s^{t-1}_1, w^N_1).$$

Applying the first-order Markov assumption [Duda & Hart 01] simplifies this equation. The probabilities $q(x_t | x^{t-1}_1, s^T_1, w^N_1)$ and $q(s_t | x^{t-1}_1, s^{t-1}_1, w^N_1)$ are assumed not to depend on previous observations but only on the states (Markov) and on the immediate predecessor state only (first-order):

$$q(x^T_1 | w^N_1) = \sum_{s^T_1} \prod_{t=1}^{T} q(x_t | s_t, w^N_1) \cdot q(s_t | s_{t-1}, w^N_1).$$

(1.1)

Thus, the probability $q(x^T_1 | w^N_1)$ splits into the emission probability $q(x_t | s_t, w^N_1)$ denoting the probability to observe an acoustic vector $x_t$ while being in state $s_t$, and the transition probability $p(s_t | s_{t-1}, w^N_1)$ for a transition from state $s_{t-1}$ to state $s_t$. Usually, the probability in (1.1) is evaluated in an expression that maximizes over all word sequences $w^N_1$. The value of the state sequence that maximizes the product in (1.2) approximates the value of the sum in (1.1).

$$q(x^T_1 | w^N_1) \approx \max_{s^T_1} \left\{ \prod_{t=1}^{T} q(x_t | s_t, w^N_1) \cdot q(s_t | s_{t-1}, w^N_1) \right\}. \quad (1.2)$$

This approximation is called Viterbi or maximum approximation [Ney 90]. Equations (1.1) and (1.2) can be solved efficiently using the forward-backward algorithm [Baum 72, Rabiner & Juang 86], which is an example of dynamic programming [Bellman 57, Viterbi 67, Ney 84].

The topology used in this work has been introduced by Bakis [Bakis 76]: the basic HMM consists of six subsequent states where every two successive states are identical. Only transitions from a state to itself (loop), the next state (forward), and the next to next state (skip) are allowed. Using a frame-shift of 10ms, the path through the HMM with forward transitions only amounts to 60ms. This duration is close to the average duration of phonemes for most languages. This 6-state HMM has a minimum duration of 30ms (only skip transitions). Such an HMM is too long for fast conversational speech e.g., on the Verbmobil II corpus [Molau 03]. In this case, a 3-state model merges two identical states into a single one. This change reduces the minimum length of the HMM.

The emission probabilities $q(x_t | s_t, w^N_1)$ of an HMM can be modeled by discrete probabilities [Bahl & Baker 76], semi-continuous probabilities [Huang & Jack 89] or continuous probability distributions [Levinson & Rabiner 83]. A commonly used model for a continuous probability distribution is the Gaussian Mixture Model (GMM). Assuming GMMs, the emission probabilities read

$$q(x | s, w^N_1) = \sum_{l=1}^{L_s} c_{sl} N(x | \mu_{sl}, \Sigma, w^N_1)$$

(1.3)

where $c_{sl}$ denotes the non-negative mixture weights for HMM state $s$ and mixture index $l \in \{1, \ldots, L_s\}$ subject to the constraint $\sum_{l=1}^{L_s} c_{sl} = 1$, and $N(x | \mu_{sl}, \Sigma, w^N_1)$ denotes the Gaussian density with mean $\mu_{sl}$ and covariance matrix $\Sigma$. The RWTH system uses a single globally pooled
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and diagonal covariance matrix. This choice avoids problems caused by data sparseness, but it is also more efficient. Diagonal covariances assume decorrelated features. The feature decorrelation can be done, for instance, by LDA in a preprocessing step. Conventionally, the set of parameters \( \Lambda = \{ \mu_{sl}, \{c_{sd}\}, \Sigma \} \) is estimated according to the maximum likelihood (ML) training criterion in combination with the expectation-maximization (EM) algorithm [Dempster & Laird 77].

The number of distinct allophone states as basic sub-word units increases exponentially with the context length. Thus, a large number of allophones will have no or too few observations for reliable parameter estimation. Therefore, several states are tied together yielding generalized allophone models [Young 92]. Decision tree-based state clustering (e.g., CART) is part of almost all LVCSR systems. The main advantage of this top-down clustering method is that no backoff models need to be trained, and unseen allophones will be assigned to an appropriate HMM state. [Beulen & Ortmanns 99] described the state clustering of the RWTH system in detail. The pronunciation of a phoneme depends on the surrounding phonemes. Especially a phoneme at a word boundary is pronounced differently depending on the predecessor and successor words. Explicit modeling of this coarticulation uses across-word allophones [Hon & Lee 91, Odell & Valtchev 94]. This modeling takes respectively into account the ending and beginning phonemes of the adjacent words as a left and right context. Details of the across-word model implementation for the RWTH system can be found in [Sixtus 03].

Figure 1.2: 6-state hidden Markov model in Bakis topology for the triphone \( s_{eh}v \) in the word “seven”. The HMM segments are denoted by \(<1>, <2>, \text{ and } <3>\).
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1.3 Language Modeling

The language model $q(w_1^N)$ provides the probability for a word sequence $w_1^N = w_1, \ldots, w_N$. This statistical model implicitly covers the syntax, semantics, and pragmatics of the language to be recognized. Due to the unlimited number of possible word sequences, further model assumptions help to estimate a reliable model. For LVCSR, $m$-gram language models [Bahl & Jelinek + 83] have become widely accepted. The $m$-gram language models assume that the word sequence follows an $(m-1)$-th order Markov process, i.e., the probability of the word $w_n$ only depends on the $(m-1)$ predecessor words. Thus, the probability $q(w_1^N)$ factorizes into

$$q(w_1^N) = \prod_{n=1}^{N} q(w_n|w_1^{n-1})$$

(model assumption)

$$= \prod_{n=1}^{N} q(w_n|w_{n-m+1}^{n-1}) . \tag{1.4}$$

The word sequence $h_n = w_{n-m+1}^{n-1}$ denotes the history of length $m$ of the word $w_n$ with the definitions $h := w_1^{n-1}$ if $n < m$ and $h := \emptyset$ if $n - 1 < n - m + 1$, e.g., at the boundary $q(w_1|h_0) = p(w_1)$.

A commonly used measure for the evaluation of language models is the test set perplexity $PP$

$$PP = \left[ \prod_{n=1}^{N} q(w_n|w_{n-m+1}^{n-1}) \right]^{-1/N} .$$

The log-perplexity is equal to the entropy of the model and perplexity can be interpreted as the average number of choices to continue a word sequence $w_{n-m+1}^{n-1}$ at position $n$. When using the perplexity as optimization criterion for training the language model, closed-form solutions for $p(w|h)$ can be derived, which are equal to the relative frequency of the word sequence on the training corpus. The number of possible $m$-grams increases exponentially with the history length $m$. Thus, for a large vocabulary $V$, a considerable amount of $m$-grams will not be seen in training or has too few observations for a reliable estimation of $q(w|h)$, even for very large training corpora. Therefore, smoothing methods have to be applied. The smoothing is based on discounting in combination with backing-off or interpolation [Katz 87, Ney & Essen + 94, Generet & Ney + 95, Ney & Martin + 97]. Discounting subtracts probability mass from seen events, which is then distributed over all unseen events (backing-off) or over all events (interpolation), usually in combination with a language model with a shorter history. The parameters of the smoothed language model can be estimated using a cross-validation scheme like leaving-one-out [Ney & Essen + 94].

1.4 Search

The search module of the speech recognition system combines the acoustic model and language model, as depicted in Figure 1.1. The objective of the search is to find the word sequence that maximizes the a posteriori probability for a given sequence $x_T^1$ of acoustic feature vectors according to (1.5)

$$c_{0:1}(x_T^1) = \arg\max_{w_1^N} \{ q(w_1^N|x_T^1) \}$$

$$= \arg\max_{w_1^N} \{ q(w_1^N) \cdot q(x_T^1|w_1^N) \} . \tag{1.5}$$
If the language model is an $m$-gram model as given in (1.4) and the acoustic model is an HMM as given in (1.1), the following optimization problem has to be solved by the search module:

$$c_{0,1}(x_1^T) = \arg\max_{w_1^N} \left\{ \left[ \prod_{n=1}^{N} q(w_n|w_{n-1}^{n-m+1}) \right] \cdot \left[ \sum_{s_1^T:w_1^N} \prod_{t=1}^{T} q(x_t|s_t, w_1^N) \cdot q(s_t|s_{t-1}, w_1^N) \right] \right\}.$$  

Viterbi approx. $$= \arg\max_{w_1^N} \left\{ \left[ \prod_{n=1}^{N} q(w_n|w_{n-1}^{n-m+1}) \right] \cdot \left[ \max_{s_1^T:w_1^N} \prod_{t=1}^{T} q(x_t|s_t, w_1^N) \cdot q(s_t|s_{t-1}, w_1^N) \right] \right\}. \tag{1.6}$$

In the second step, the Viterbi approximation simplifies the HMM. This approximation reduces the complexity of the optimization problem significantly. Equation (1.6) can be solved efficiently using dynamic programming [Bellman 57]. Dynamic programming exploits the mathematical structure and divides the problem into sub-instances. Like in all search problems, the search can be organized in two different ways: a depth-first and breadth-first search. The A*-search or stack-decoding algorithm uses a depth-first search. Here, the state hypotheses are expanded time-asynchronously depending on a heuristic estimate of the costs to complete the path [Jelinek 69, Paul 91].

The Viterbi search uses the breadth-first search design where all state hypotheses expand time-synchronously [Vintsyuk 71, Baker 75, Sakoe 79, Ney 84]. This approach computes the probabilities of all hypotheses up to a given time frame. These hypotheses compare to each other then time-synchronously. This time-synchronous comparison allows reducing the search space significantly by pruning unlikely hypotheses early in the search process. Especially in the breadth-first approach, an efficient pruning is necessary as the number of possible word sequences with maximum length $N$ grows exponentially with $N$. Thus, full optimization of (1.6) is only feasible for small vocabulary sizes $|W|$. For large vocabulary sizes, approximations have been made. Instead of finding the exact optimal solution of (1.6), the goal is to find a sufficiently good solution with much less effort. In the so-called beam-search, only that fraction of the hypotheses expands that likelihood, which is sufficiently close to that of the best hypothesis of the given time frame [Lowerre 76, Ney & Mergel 87, Ortmanns & Ney 95]. Beam-search does not guarantee to find the globally best word sequence. This optimal sequence may get pruned at an intermediate search stage due to a poor likelihood. However, if the pruning parameters are adjusted properly, no significant search errors occur, and the search effort reduces considerably.

Several other methods can be applied to reduce further the computational complexity of the Viterbi or beam-search, including lexical prefix tree [Ney & Häb-Umbach 92], look-ahead [Steinbiss & Ney 93, Häb-Umbach & Ney 94, Odell & Valtchev 94, Alleva & Huang 96, Ortmanns & Ney 96], and fast likelihood computation [Ramasubramanian & Paliwal 92, Bocchieri 93, Fritsch 97, Ortmanns & Ney 97b, Ortmanns 98, Kanthak & Schütz 00]. More advanced algorithms involving search (e.g., discriminative training) use N-best lists [Schwartz & Chow 90, Schwartz & Austin 91, Steinbiss 91] or word lattices [Ney & Aubert 94, Ortmanns & Ney 97a, Macherey 10] to reduce the search space.
2. **State-of-the-Art in Training Criteria and Error Bounds**

In this section, we give an overview of the state-of-the-art related to this work. The relevant topics include state-of-the-art in discriminative training of acoustic models, an introduction to Bayes decision theory based on the classification error, the state-of-the-art in classification error bounds, and a discussion of the mismatch between performance measure and the decision rule in automatic speech recognition. At first we discuss the state-of-the-art of discriminative training criteria that are relevant for the frame-wise and sequence criteria developed in this thesis.

### 2.1 Discriminative Training Criteria

In the past, Gaussian Hidden Markov Models (GHMMs) were used. Traditionally the free parameters of GHMMs are estimated with generative training using the Maximum-Likelihood (ML) approach [Rabiner & Juang 86, Rabiner 89]. The maximum-likelihood criterion maximizes the class-conditional probability during training.

But in recent years GHMMs have been outperformed by neural networks which achieved a large word error rate gain [Mohamed & Dahl+ 09, Dahl & Ranzato+ 10, Seide & Li+ 11, Kingsbury & Sainath+ 12, Deng & Acero+ 12, Graves & Jaitly+ 13]. In this context, log-linear models are a special type of neural network with just one softmax output layer and no hidden layers. By default, neural network models with a softmax output layer are discriminative. The model is referred to as discriminative since the numerator competes (or discriminates) against the denominator re-normalization terms. For a generative model, discrimination is achievable by defining the class posterior probability explicitly. In the following, all discriminative criteria include the class posterior probability as an argument.

#### 2.1.1 Frame-Wise Discriminative Training

The most popular discriminative training criterion is the Cross-Entropy (CE) criterion. This criterion is also known as the MMI criterion [Bahl & Brown+ 86, Bridle 90]. In automatic speech recognition cross-entropy usually is a frame-wise discriminative training [Heigold & Ney+ 12]. However, it is also known as frame-discriminative MMI [Povey & Woodland 99, Povey & Woodland 02a]. Given training data, a sequence of most likely HMM emission states $s_t^T$ corresponding to the features $x_t^T$; the model formulates a state posterior $q(s_t|x_t)$ per frame. For training, the HMM states are aligned to the features using a preliminary model. Then the cross-entropy criterion for frame-wise discriminative training is defined as:

$$\mathcal{F}_{\text{CE}}(q) = - \sum_{t=1}^{T} \log q(s_t|x_t).$$
At inference time in LVCSR the state posterior is applied as emission probability using the hybrid approach [Bourlard & Morgan 93]. The emission probability is expressed from the state posterior probability $q(s|x)$ and the state prior $q(s)$ using Bayes rule:

$$q(x|s) = \frac{q(s|x)q(x)}{q(s)} \propto \frac{q(s|x)}{q(s)}.$$  

The re-normalization term $q(x)$ in Bayes rule is dropped during inference since it is constant with respect to the argument of maximization at inference time. The prior $q(s)$ can easily be estimated from relative frequencies of the given state sequence $s_T$.

### 2.1.2 Sequence Discriminative Training

In the case of automatic speech recognition, the word sequences $w_N^1 = w_1, \ldots, w_N$ correspond to HMM state sequences $s_T^1 = s_1, \ldots, s_T$ for given features $x_T^1 = x_1, \ldots, x_T$. In the following the notation $\tilde{s}_T^1 : \tilde{w}_M^1$ refers to the HMM state sequence $\tilde{s}_1^T = \tilde{s}_1, \ldots, \tilde{s}_T$ for the word sequence $\tilde{w}_M^1 = \tilde{w}_1, \ldots, \tilde{w}_M$ for given features $x_T^1$. The model-based posterior of the word sequence involving HMMs is formulated by

$$q(w_N^1|x_T^1) = \sum_{s_T^1:w_N^1} \frac{[q(x_T^1, s_T^1, w_N^1)]^\gamma}{Z(x_T^1|\gamma)}$$

with the posterior re-normalization

$$Z(x_T^1|\gamma) = \sum_{M,\tilde{w}_M^1} \sum_{\tilde{s}_T^1:w_N^1} [q(x_T^1, \tilde{s}_T^1, \tilde{w}_M^1)]^\gamma$$

and the posterior scale $\gamma$.

The term MMI is usually used to name the sequence criterion corresponding the cross-entropy criterion [Bahl & Brown’86, Chow 90, Normandin & Morgera 91, Kapadia & Valtchev’93, Cardin & Normandin’93, Bahl & Padmanabhan’96, Schlüter 00, Woodland & Povey 00, Woodland & Povey 02]. For a given set of spoken sentences $W_N^1 := W_1, \ldots, W_N$ and the corresponding acoustic feature sequences $X_N^1 := X_1, \ldots, X_N$ the sequence MMI criterion is defined as:

$$\mathcal{F}_{\text{MMI}}(q) = -\sum_{n=1}^{N} \log q(W_n|X_n).$$

Another type of sequence criterion directly involves the Levenshtein loss of the performance measure. In this case, the classes are word, phoneme, or state sequences, and the criterion is purely sequence-based. The criterion involves the Levenshtein accuracy between word, phoneme, or state sequences. The MPE or Minimum Word Error (MWE) criteria maximize the model-based posterior expected Levenshtein accuracy of the spoken phoneme or word sequence [Kaiser & Horvat’00, Kaiser & Horvat’02, Doumpiotis & Byrne 04, Schlüter 00, Povey & Woodland 02a, Povey 04, Macherey & Haferkamp’05, Zheng & Stolcke 05, Heigold 10, Wiesler 16]. While [Kaiser & Horvat’00, Kaiser & Horvat’02] uses N-best lists to approximate the search space of the competing word sequences for the sequence criterion, [Doumpiotis & Byrne 04] applies pinched lattices. Most other methods use lattices to model this search space [Schlüter 00, Povey & Woodland 02a, Macherey & Haferkamp’05, Povey 04, Zheng & Stolcke 05, Heigold 10, Wiesler 16].
2.1.3 Optimization

In general, the optimum model of a discriminative training criterion has no closed-form solution. Instead, gradient-based methods optimize the criterion and the model iteratively. The most popular method to optimize criteria using neural network models is Stochastic Gradient Descent (SGD) [Rumelhart & Hinton+ 86]. The stochastic gradient descent method applies the error back-propagation algorithm computing forward and backward passes. First, in the forward pass, activations of the neural network are calculated. Second, in the backward pass, the gradients of the training criterion and model are calculated. Starting from this gradient subsequently, the neural network gradient is calculated layer-wise recursively from output to input by applying the chain rule. The update rule of the model parameters is applied in a step-wise fashion in which the previous model parameters and the model gradient are scaled by the learning rate. The parameters are initialized by random or by pre-training.

2.2 Bayes Decision Theory

This section introduces the Bayes decision theory [Duda & Hart+ 00, Berger 85], which is a theoretical framework to analyze decision making. A statistical decision problem exists whenever, for a given observation \( x \in \mathcal{X} \), there is a set of classes \( c \in \mathcal{C} \), and the preference of one class over another depends on an unknown probability distribution and the error incurred by a choosing one class compared to another is determined by a loss function. Bayes decision rule is the error-optimal decision rule to such a statistical decision problem that prefers the class that minimizes the posterior expected loss. But the posterior is based on an unknown distribution. Since the underlying distribution is unknown, a model-based decision rule approximates the Bayes decision problem involving a statistical model with free parameters. The optimization step estimates the model parameters from training samples of the unknown distribution by minimizing a training criterion. The goal of the estimation process is to deliver a model-based decision rule that minimizes the error. Under ideal conditions the model-based decision rule is identical to the Bayes decision rule.

From now on, we refer to this unknown distribution as the true distribution. A loss function determines the cost incurred by choosing one class over another.

2.2.1 Bayes Decision Theory for Decision Problems Using the 0-1 Loss

In this section, we focus on the most common type of decision problem based on the 0-1 loss function (cost 0 for a match and 1 otherwise), which results in the classification error as a performance measure. We start by defining some fundamental ingredients of Bayes decision theory.

A decision rule \( r : \mathcal{X} \rightarrow \mathcal{C} \) categorizes observations \( x \in \mathcal{X} \) into classes \( c \in \mathcal{C} \). Observations and classes occur according to the true distribution \( p_r(x, c) \). Further, the loss function \( \mathcal{L} : \mathcal{C} \times \mathcal{C} \rightarrow \mathbb{R}^+ \) measures the cost of confusing two classes. Lower costs indicate that the two compared classes have a higher similarity. The 0-1 loss is defined by:

\[
\mathcal{L}_{0-1}(c, \tilde{c}) = 1 - \delta(c, \tilde{c}) \quad \text{based on Kronecker delta} \quad \delta(c, \tilde{c}) = \begin{cases} 
0, & c \neq \tilde{c} \\
1, & c = \tilde{c}.
\end{cases}
\]

Section 2.2.2 introduces the classification error which, is based on the 0-1 loss function.
2.2.2 Classification Error

The local and global classification error to a decision rule $r : \mathcal{X} \rightarrow \mathcal{C}$ is the posterior and joint expected loss of the corresponding decision rule. Therefore, the local and global classification error evaluate to the following equations:

\[
E_{0-1}(c|x) := 1 - pr(c|x), \quad \text{"local classification error of class } c\text" \\
E_{0-1}(r) := \int pr(x)E_{0-1}(r(x)|x) \, dx. \quad \text{"global classification error"}
\]

By definition, the Bayes decision rule minimizes the global classification error. This decision rule is also identical to the Maximum-A-Posteriori (MAP) decision rule:

\[
c_{0-1}(x) := \arg\min_{c \in \mathcal{C}} \{E_{0-1}(c|x)\} = \arg\max_{c \in \mathcal{C}} \{pr(c|x)\}.
\]

2.2.3 Model-Based Decision Rule

The true distribution is unknown in practice and only accessible through samples. Therefore, a model-based distribution $q(x, c)$ approximates this distribution. The model-based distribution learns the free parameters from training data. The free parameters are trained with samples $(x_n, c_n), n = 1, \ldots, N$, drawn according to the true distribution, to minimize the discrepancy between the model and the true distribution. Analogous to the case of the true distribution, we can also define a model-based classification error for the model distribution. The model-based posterior expected loss defines the model-based local classification error.

\[
E_{0-1}^q(c|x) := 1 - q(c|x).
\]

In the model-based decision rule the true is replaced by the model-based posterior.

\[
c_{0-1}^q(x) := \arg\max_{c \in \mathcal{C}} \{q(c|x)\}. \quad \text{(2.1)}
\]

One interpretation is that the decision rule should approximate the Bayes decision rule based on the 0-1 loss as close as possible. Another interpretation is to train the model error in an oriented way and to shift the decision boundaries e.g. in favor of the performance measure.

The next section introduces the quality measure used for our analysis of error bounds and training criteria.

2.2.4 The Classification Error Difference as a Quality Measure

A quality measure of a decision rule is the error difference of a decision rule $r : \mathcal{X} \rightarrow \mathcal{C}$ and the Bayes decision rule. We distinguish between the local error difference for an observation $x$ and the global error difference integrated over all observations.

\[
\Delta_{0-1}(x) := pr(c_{0-1}(x)|x) - pr(r(x)|x), \quad \text{"local classification error difference"} \\
\Delta_{0-1} := \int pr(x)\Delta_{0-1}(x) \, dx. \quad \text{"global classification error difference"}
\]

From now on the decision rule $r : \mathcal{X} \rightarrow \mathcal{C}$ will mostly be the model-based decision rule using the 0-1 loss from (2.1). If the error difference uses the 0-1 loss also the loss function index is ignored in favor of the following notation:

\[
\Delta_{0-1}(x) \sim \Delta(x) \\
\Delta_{0-1} \sim \Delta.
\]

Section 2.3 discusses state-of-the-art error bounds and training criteria.
2.3 State-of-the-Art in Error Bounds

A part of Bayes decision theory is concerned with the relation of the error, error bounds, and the training criterion, as discussed in [Vapnik 98, p.30] and [Ney 03, Guntuboyina 11]. Such a relation is known for decision problems based on the 0-1 loss function (error cost one and zero caused by incorrect and correct classification). In summary, this relates the error to an error bound expressed through the Kullback-Leibler divergence, simultaneously the error-bound relates to the cross-entropy criterion. Unlike other error bounds, the reviewed error bounds, in the remainder of this section, also consider the model-based decision rule in addition to the Bayes decision rule. In this thesis, we investigate these statements found for decision problems based on the 0-1 loss function to a more general type of loss function and establish a new relationship between the error, error bounds, and the training criterion. These novel error bounds also relate the Bayes and model-based decision rule. We subsequently show the connection of this work to discriminative training criteria.

In machine learning, in the context of density estimation, the Bretagnolle-Huber bound is known [Vapnik 98, p.30]. In this reviewed work, the total variational mismatch between the joint true and model distribution [Cover & Thomas 06, p.369] is the central value to be bounded.

\[ V := \int \sum_{c \in C} |pr(x, c) - q(x, c)| \, dx. \]  (2.2)

The following relation to the global classification error mismatch, the total variational mismatch, and the Kullback-Leibler divergence \( D_{KL}(pr||q) \) can be established [Vapnik 98, p.30].

\[ \Delta^2 \leq V^2 \leq 4(1 - \exp(-D_{KL}(pr||q))) \]  \hspace{1cm} (2.3)

with \( D_{KL}(pr||q) = -\int pr(x) \sum_{c \in C} pr(c|x) \log \frac{q(c|x)}{pr(c|x)} \, dx \)

and \( \Delta = \int pr(x, c_{0,1}(x)) - pr(x, c'_{0,1}(x)) \, dx \).

A proof of (2.3) only partially exists in [Vapnik 98, p.30]. Since the complete proof is missing in the literature, we reconstructed it in Appendix 10.2.

Also, the Pinsker inequality connects total variational distance and Kullback-Leibler distance [Cover & Thomas 06, p.370] in the following way:

\[ \Delta^2 \leq V^2 \leq 2D_{KL}(pr||q). \]  \hspace{1cm} (2.4)

An improvement of Pinsker’s inequality was presented by Vajda [Fedotov & Harremos+ 03]

\[ 2D_{KL}(pr||q) \geq \log \left( \frac{2 + V}{2 - V} \right) - \frac{2V}{2 + V}. \]  \hspace{1cm} (2.5)

Vajda also proposed a tight bound, for which Fedotov presented a parametrized form in [Fedotov & Harremos+ 03].

In [Ney 03], the Kullback-Leibler divergence establishes an upper bound on the classification error difference. In this publication, also a framework is presented on how to derive empirical training criteria from those error bounds. Local error bounds are derived starting from the local error difference by deriving basic inequalities between the local model-based and Bayes classification error. Subsequently, using relations to the \( L_\infty \) and \( L_2 \) norm, those bounds are
\[ \Delta(x) \leq \sum_{c \in C} |q(c|x) - pr(c|x)|, \]  
\[ \Delta(x) \leq 2 \max_{c \in C} \{ |q(c|x) - pr(c|x)| \} \leq 2 \sqrt{\sum_{c \in C} (q(c|x) - pr(c|x))^2}. \]  

Global error bounds are then derived by computing the expectation from these local error bounds and these error bounds are then expanded to:

\[ \Delta^2 \leq 4 \int pr(x) \sum_{c \in C} (q(c|x) - pr(c|x))^2 \, dx, \]
\[ \Delta^2 \leq -2 \int pr(x) \sum_{c \in C} pr(c|x) \log \frac{q(c|x)}{pr(c|x)} \, dx. \]

The empirical distribution is formulated by the Dirac delta \( \delta(x - x_n) \) and the Kronecker delta \( \delta(c, c_n) \), which result once substituted into the derived bounds in training criteria by using the sifting property [Bracewell 99] of the Dirac delta.

The Squared-Error (SE) criterion

\[ F_{SE}(q) = \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} (q(c|x_n) - \delta(c, c_n))^2, \]

and cross-entropy or MMI criterion are derived from

\[ F_{MMI}(q) = -\frac{1}{N} \sum_{n=1}^{N} \log q(c_n|x_n) \]

by evaluating the true distribution \( pr(x, c) \) through the empirical distribution \( pr_N(x, c) \) at the sampling points \( (x_n, c_n), n = 1, \ldots, N \). A more detailed derivation of this scheme is given in Appendix 10.1.

The work in [Guntuboyina 11] is not directly related to bounds on the error difference but establishes lower bounds on the minimax risk in the context of density estimation. Even though this paper focuses on a different problem, one of the main contributions of the paper is an implicit bound on the variational distance between two density distributions based on the \( f \)-Divergence, which is a generalization of the Kullback-Leibler divergence. The \( f \)-Divergence is further investigated in more detail in Section 4.1 while only introduced briefly here. The key statement in [Guntuboyina 11] builds around the \( f \)-Divergence. Consider the variational distance between two distributions \( pr \) and \( \overline{pr} \)

\[ V = \int \sum_{c \in C} |pr(x, c) - \overline{pr}(x, c)| \, dx. \]

The \( f \)-Divergence for densities \( pr, \overline{pr} \), and \( q \) for a convex function with \( f(1) = 0 \) is defined as

\[ D_f(pr||q) := \int \sum_{c \in C} q(c, x) f \left( \frac{pr(c, x)}{q(c, x)} \right) \, dx, \]
\[ D_f(\overline{pr}||q) := \int \sum_{c \in C} q(c, x) f \left( \frac{\overline{pr}(c, x)}{q(c, x)} \right) \, dx. \]
Based on the $f$-Divergence, a novel implicit bound on the variational distance is introduced [Gun-tuboyina 11, p.3, Corollary II.3]:

$$D_f(p_r || q) + D_f(p_r || q) \geq \inf_{\pi} \{D_f(p_r || \pi) + D_f(p_r || \pi)\} \geq f\left(1 - \frac{1}{2}V\right) + f\left(1 + \frac{1}{2}V\right).$$

As shown in Section 4.1.4 this implicit bound can be made explicit under certain conditions.

### 2.3.1 Loss Function Mismatch in Automatic Speech Recognition

The Bayes decision rule minimizes the sentence error rate and is not guaranteed to minimize the word error rate. The word error rate is the performance measure of automatic speech recognition. An exact evaluation for automatic speech recognition should minimize the Bayes decision rule based on the posterior expected Levenshtein loss instead. However, in Appendix 10.3 of this thesis, we show that this Bayes decision rule based on the Levenshtein loss is NP-complete. It can only be evaluated approximatively as a post-processing step to the MAP decision rule [Stolcke & Konig+ 97, Goel & Byrne+ 98, Mangu & Brill+ 00, Evermann & Woodland 00b, Wessel & Schlüter+ 01, Hoffmeister & Klein+ 06]. An exact evaluation is too time and memory consuming, and in practice, instead, the model-based decision rule based on the 0-1 loss is evaluated efficiently. So in automatic speech recognition, there is a fundamental mismatch between the loss function used in the performance measure – the Levenshtein loss – and the loss function used in the model-based decision rule – the 0-1 loss.

Another way to anticipate this mismatch is through discriminative training of the model. If the model uses a training criterion that minimizes the model-based posterior expected Levenshtein loss, it generally is assumed that the decision boundaries of the model are shifted to match the word error rate closer. In practice, the superior performance of MPE [Woodland & Povey 02, Povey & Woodland 02a, Povey 04, Povey & Kingsbury 07, Heigold & Deselaers+ 08, Heigold 10] and related criteria emphasizes this assumption, but in theory, these criteria are not justified. It is not clear how the estimation, e.g., using the MPE criterion based on the Levenshtein loss, affects the model. Specifically, what effect has the model-based decision rule using the MPE model on the performance measure? These questions have not been answered by the existing Bayes decision theory yet.

### 2.4 Outline of this Thesis

This thesis investigates the relation between the error, error bounds, and training criteria for automatic speech recognition. Nevertheless, the relations found do also apply to statistical decision problems based on different losses in general. Section 3 lays out the scientific goals of this work. Our contributions start from Section 4 onwards. In Section 4 we establish novel $f$-Divergence error bounds on the error difference for decision problems based on the 0-1-loss and a more general type of loss. This type of loss also includes the Levenshtein loss of automatic speech recognition. From those novel error bounds in Section 5 empirical training criteria are derived. In Section 6 and 7, the empirical training criteria are interpreted and evaluated for frame-wise training of neural networks and sequence-based training of log-linear mixture models for automatic speech recognition.

In the final Section 9 the scientific achievements of this work are discussed.
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– [Cui & Kingsbury+] 15: "Multilingual Representations for Low Resource Speech Recognition and Keyword Search": Jia Cui implemented all methods in the IBM speech recognition system and evaluated those in automatic speech recognition experiments. The other co-authors and I contributed baseline systems in several languages which were part of the BABEL evaluation campaign.

– [Nußbaum-Thom & Cui+] 16a: "Acoustic Modeling Using Bidirectional Gated Recurrent Convolutional Units": All contributions in this paper are based on my individual work. I am very thankful to my co-authors for discussing, correcting and proof-reading my paper.

– [Cui & Kingsbury+] "Knowledge Distillation Across Ensembles of Multilingual Models for Low-Resource Languages": Jia Cui implemented all methods in the IBM speech recognition system. She also evaluated these methods in automatic speech recognition experiments. I and the other co-authors contributed baseline systems in several languages which were part of the BABEL evaluation campaign.

• International Evaluation Campaigns:

– [Nußbaum-Thom & Wiesler+] 10a: "The RWTH 2009 QUAERO ASR Evaluation System for English and German": This paper is a joint effort. My individual contribution in this paper is the development and evaluation of the German QUAERO system. Christian Plahl developed and trained the bottleneck features used in this paper. Simon Wiesler developed and evaluated the English QUAERO system. All authors helped in proof-reading this paper.

– [Nußbaum-Thom & Beck+] 13: "Compound Word Recombination for German LVCSR": All contributions in this paper are based on my individual work. I am very thankful to my co-authors for discussing, correcting and proof-reading my paper.

– [Lamel & Courcinous+] 11: "Speech Recognition for Machine Translation in Quaero": My individual contribution in this work is the development and evaluation of the German QUAERO system. This work is a joint effort by all authors.

– [Sundermeyer & Nußbaum-Thom+] 11: "The RWTH 2010 Quaero ASR Evaluation System for English, French, and German": This paper is a joint effort. My individual contribution in this paper is the development and evaluation of the German QUAERO system. Christian Plahl developed and trained the bottleneck features used in this paper. Simon Wiesler developed and evaluated the English QUAERO system. Martin Sundermeyer developed and evaluated the French QUAERO system. All authors helped in proof-reading this paper.
– [Peitz & Mansour 12] ”The RWTH Aachen Speech Recognition and Machine Translation System for IWSLT 2012”: This paper is a joint effort. My individual contribution in this paper is the development and evaluation of all speech recognition systems in this paper. All authors helped in proof-reading this paper.

– [Shaik & Tüske 14] ”RWTH LVCSR Systems for QUAERO and EU-Bridge: German, Polish, Spanish and Portuguese”: This paper is a joint effort. My individual contribution in this paper is the development and evaluation of the German, Spanish, and Portuguese EU-bridge system. Zoltan Tuske developed and trained the bottleneck features used in this paper. Basha Shaik developed and evaluated the Polish EU-bridge speech recognition system.

– [Shaik & Tüske 15] ”Improvements in RWTH LVCSR Evaluation Systems for Polish, Portuguese, English, Urdu, and Arabic”: This paper is a joint effort. My individual contribution in this paper is the development and evaluation of the baseline systems for English, Portuguese. Zoltan Tuske developed and trained the bottleneck features used in this paper. Basha Shaik developed and evaluated all novel methods developed in this paper.

• Other Contributions:

  – [Wiesler & Heigold 10] ”A Discriminative Splitting Criterion for Phonetic Decision Trees”: My contribution in this paper is to setup the Wall Street Journal (WSJ) baseline speech recognition system. Simon Wiesler discovered, implemented and evaluated all novel methods developed in this paper.

  – [Heigold & Wiesler 10] ”Discriminative HMMS, Log-Linear Models, and CRFS: What is the Difference?”: Georg Heigold and Simon Wiesler discovered, implemented and evaluated all novel methods developed in this paper. My contribution in this paper is the setup of the wall street journal baseline speech recognition system. All authors helped in proof-reading this paper.

  – [Peitz & Mansour 12] ”Spoken Language Translation using Automatically Transcribed Text in Training”: Stephan Peitz discovered, implemented and evaluated all machine translation related methods in this paper. Simon Wiesler trained the baseline English automatic speech recognition system. I supported Stephan Peitz to evaluate the English speech recognition system on the IWSLT data.

  – [Tahir & Nußbaum-Thom 12] ”Simultaneous Discriminative Training and Mixture Splitting of HMMs for Speech Recognition”: Mohammad Tahir discovered, implemented and evaluated all novel splitting methods developed in this paper. I supported the author in setting up the discriminative training in this work. Specifically the log-MMI and the log-MPE discriminative training criteria in this work are based on my implementation. All authors helped in proof-reading this paper.
3. Scientific Goals

Bayes decision theory provides a mathematical framework for statistical decision problems to analyze decision making and learning of statistical models. Although this theory covers a wide range of topics, some aspects still need further investigation.

Error Bounds  One aspect is the relation between the error, error bound, and the training criterion. The publications in [Vapnik 98, p.30] and [Ney 03, Guntuboyina 11] established such a connection for statistical decision problems based on the 0-1 loss. In summary, there it is shown that the Kullback-Leibler divergence bounds the error difference between the model-based and Bayes decision rule. The author of [Ney 03] also derives the cross-entropy/maximum-mutual-information criterion from the Kullback-Leibler divergence bound. A further investigation of this relation between the error difference, bounds, and training criteria perhaps leading to new bounds and criteria which are not only based on the 0-1 loss but also depend on more general losses is still missing and is an essential topic in this thesis.

The first goal of this thesis is to investigate novel bounds on the error difference between the Bayes and the model-based maximum probability decision rule. This investigation includes both: Decision problems based on the classification error difference as well as decision problems based on a more general loss like the Levenshtein loss. The latter case also reflects the mismatch situation of automatic speech recognition. Furthermore, we look at the implicit and explicit formulation of bounds (on the error difference) as well as their ability to derive discriminative training criteria.

Error-Bound-Based Training Criteria  Automatic speech recognition is such a decision problem where the performance measure relies on a more general loss — the Levenshtein loss. At the same time, the Bayes decision rule based on the 0-1 loss determines the recognition result. By definition, this decision rule minimizes the sentence error rate, which is not guaranteed to minimize the word error rate. Therefore automatic speech recognition faces a fundamental mismatch of the loss used in the performance measure and the Bayes decision rule. Unfortunately, the evaluation of the exact Bayes decision rule — minimizing the posterior expected Levenshtein loss — is too time and memory consuming and only feasible as an approximation by a post-processing step to the maximum probability decision rule.

In practice, word-error-based training of the model tries to anticipate this mismatch. Even though there is no clear theoretical proof, the corresponding type of criterion is assumed to shift the decision boundaries of the model closer to the performance measure — the word error rate. MPE is such a criterion minimizing the posterior-expected Levenshtein loss of the spoken phoneme sequence, which in practice performs better than other discriminative training criteria. However, how are the theoretical implications of this training criterion for the mismatch in automatic speech recognition?

The second goal in this thesis is to investigate novel discriminative training criteria derived from suitable error bounds. This investigation includes both: Classification error bounds as well as
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bounds on the error difference based on a more general loss like the *Levenshtein* loss. The first case is suitable to derive frame-wise discriminative training criteria for automatic speech recognition. We plan to formulate sequence-based training criteria for automatic speech recognition from the second case. Furthermore, the non-parametric solution of the model posterior learned with such a criterion should be investigated.

**Application to Frame-Wise Neural Network Training for Automatic Speech Recognition** The third goal in this thesis is to evaluate the frame-wise training criteria derived from error bounds on the classification error difference in practical experiments. In this evaluation frame-wise discriminative criteria are used to train acoustic neural networks models for automatic speech recognition.

**Application to Sequence Training for Automatic Speech Recognition** The fourth goal in this thesis is to evaluate the criteria derived from bounds on the error difference based on the *Levenshtein* loss in practical experiments. In this evaluation the training criteria are interpreted as sequence-based discriminative training of acoustic log-linear models for automatic speech recognition.

**German QUAERO Evaluation Campaign** The fifth goal in this thesis is to describe the German QUAERO Evaluation Campaign in which we contributed for six years top scoring German ASR systems.
4. Error Bounds

Previously the Kullback-Leibler divergence between the true and model distribution could be shown to relate to the classification error difference in the form of different upper bounds [Vapnik 98, Fedotov & Harremos 03, Ney 03, Cover & Thomas 06, Guntuboyina 11]. However, all these bounds lack specific properties. The upper bounds derived in [Vapnik 98, Fedotov & Harremos 03, Cover & Thomas 06, Guntuboyina 11], for example, are not tightly bound with classification error difference, which is one of the desired properties. We are interested in bounds similar to those in [Ney 03]. Nevertheless, the author in [Ney 03] only presents two types of bounds restricted to decision problems based on the 0-1 loss only. Our interest includes new classification error bounds and bounds for decision problems based on more general losses — like the Levenshtein loss. The investigation of such bounds is crucial for the mismatch in automatic speech recognition. It is also essential to us if the bounds can be formulated explicitly concerning the error difference. Similar to [Ney 03], explicit bounds are useful to derive discriminative training criteria.

Section 4 introduces an approach to establish novel bounds on the error difference. Section 5 establishes empirical training criteria from these error bounds. Our scientific contribution in this section splits into two parts. First, in Section 4.1, we focus on finding a derivation scheme for error bounds from decision problems based on the 0-1 loss. Second, we generalize this scheme in Section 4.2 to decision problems based on a more general loss.

A construct that compares two probability distributions is the f-Divergence — a generalization of the Kullback-Leibler divergence to compare two probability distributions. The f-Divergence is used in the following to derive error bounds. In Section 4.1, two analytical proofs of bounds on the classification error difference are presented based on the f-Divergence. The mathematical properties of the f-Divergence are helpful to derive this family of tight classification error bounds. We also discuss under which conditions the bound is tight with the classification error difference. Random simulations of the Bayes and model-based decision rule visually show the tightness of the new classification error bounds.

In Section 4.2, we focus on error bounds derived for decision problems based on a more general loss. In general, an accuracy defines this loss. We only consider decision problems with a positive posterior-expected accuracy. Based on this restriction, we can find error bounds using a more general loss. To derive this particular case of bounds, we revisit the classification error bounds from Section 4.1. We transform the decision problems based on a more general loss into an equivalent decision problem based on the 0-1 loss. Then we reuse the classification error bounds from Section 4.1 for the transformed decision problem.

4.1 Derivation of Classification Error Bounds

In this section, we develop bounds on the classification error difference. To derive these bounds, we introduce the f-Divergence. Intuitively the f-Divergence is a family of functions to compare probability distributions. Subsequently, we show that this relative measure between distributions
can be related to the classification error difference.

As introduced in Section 2.2.1, consider the true and model-based distribution \( p_r(x, c) \) and \( q(x, c) \) for continuous observations \( x \in \mathcal{X} \) and classes \( c \in \mathcal{C} \). Now, the f-Divergence is defined to introduce the main theorem of this section.

**Global f-Divergence:** The definition of the f-Divergence assumes a convex function \( f : \mathbb{R}^+ \to \mathbb{R} \) with \( f(1) = 0 \). Then according to [Österreicher 02, Csiszár & Shields 04, Liese & Vajda 06], the global f-Divergence is defined by (4.1).

\[
D_f(p_r || q) := \int \sum_{c \in \mathcal{C}} q(x, c) f \left( \frac{p_r(x, c)}{q(x, c)} \right) dx. \tag{4.1}
\]

A very common f-Divergence is the Kullback-Leibler divergence, which is also called relative entropy.

\[
D_{KL}(p_r || q) := \int \sum_{c \in \mathcal{C}} p_r(x, c) \log \left( \frac{p_r(x, c)}{q(x, c)} \right) dx.
\]

The Kullback-Leibler divergence is also closely related to the perplexity difference between distribution \( p_r \) and \( q \).

\[
PP(p_r || q) = \exp(-D_{KL}(p_r || q)).
\]

The fundamental theorem of this work is formulated using the global f-Divergence theorem for error bounds in the following theorem.

**Theorem 1** The f-Divergence is lower-bounded by a function of the classification error difference, which implicitly represents an upper bound to the classification error difference as a function of the f-Divergence

\[
2D_f(p_r || q) \geq f(1 + \Delta) + f(1 - \Delta).
\]

Equality is obtained with class-conditional probabilities shared between the model and the true distribution,

\[
\forall x \in \mathcal{X}, c \in \mathcal{C} : q(x|c) = p_r(x|c)
\]

and a special choice of priors for any pair of classes \( c_1, c_2 \in \mathcal{C} \) with \( c_1 \neq c_2 \), and \( \lambda \in [0.5, 1.0] \), such that:

\[
p_r(c) = \begin{cases} 
\lambda & c = c_1 \\
1 - \lambda & c = c_2 \\
0 & \text{otherwise}
\end{cases},
\]

and

\[
q(c) = \lim_{\epsilon \to 0^+} \begin{cases} 
\frac{1}{2} - \epsilon & c = c_1 \\
\frac{1}{2} + \epsilon & c = c_2 \\
0 & \text{otherwise}
\end{cases},
\]

or, trivially, with the model distribution set equal to the true distribution.

In the remaining part of this section, a partial proof of Theorem 1 is presented, which is continued and finished in two independent alternative proofs in Section 4.1.1 and Section 4.1.2. Properties that are applied multiple times in this proof are Jensens inequality and the Aggregation property.
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**Jensen's inequality**  Jensen's inequality states that for a convex function $f$ and a random variable over $p(x)$ that the following inequality is fulfilled concerning the expectation.

\[ f\left(\int x p(x) \, dx\right) \leq \int p(x) f(x) \, dx. \]

**Aggregation property** The aggregation property is an analog of the $f$-Divergence to the log-sum inequality of the Kullback-Leibler divergence. Using this, many of the properties of the Kullback-Leibler divergence $D_{\text{KL}}(p || q)$ extend to general $f$-Divergences, as shown next. Assume $a_1, \ldots, a_I, b_1, \ldots, b_I \geq 0$ and $a = \sum_{i=1}^I a_i, b = \sum_{i=1}^I b_i$ (for $a_i = b_i = 0$ the L'Hospital rule applies). Then due to convexity and Jensen's inequality, the requirements are met for

\[
\sum_{i=1}^I b_i f\left(\frac{a_i}{b_i}\right) = \sum_{i=1}^I b_i f\left(\frac{a_i}{b_i} \cdot \frac{b}{a}\right) \quad \text{Jensen's inequality: } E(f(\frac{a}{b}X)) \geq f(E(\frac{a}{b}X)) \text{ for convex } f
\]

\[
\geq bf\left(\frac{a}{b} \sum_{i=1}^I b_i f\left(\frac{a_i}{b_i} \cdot \frac{b}{a}\right)\right)
\]

\[
= bf\left(\frac{a}{b} \sum_{i=1}^I a_i \cdot \frac{b}{a}\right)
\]

\[
= bf\left(\frac{a}{b}\right).
\]

The aggregation property does also apply for continuous integrals instead of discrete sums. Assume $a(x), b(x) \geq 0$ for $x \in \mathcal{X}$ and $a = \int a(x) \, dx, b = \int b(x) \, dx$. Using the analogous proof to the discrete case then due to convexity and Jensen's inequality the requirements are met for

\[
\int b(x) f\left(\frac{a(x)}{b(x)}\right) \, dx = \int b(x) f\left(\frac{a(x)}{b(x)} \cdot \frac{b}{a}\right) \, dx
\]

\[
\quad \text{Jensen's inequality: } E(f(\frac{a}{b}X)) \geq f(E(\frac{a}{b}X)) \text{ for convex } f
\]

\[
\geq bf\left(\frac{a}{b} \int b(x) f\left(\frac{a(x)}{b(x)} \cdot \frac{b}{a}\right) \, dx\right)
\]

\[
= bf\left(\frac{a}{b} \int a(x) \, dx\right)
\]

\[
= bf\left(\frac{a}{b}\right).
\]
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The true and model-based distributions \( pr(x, c) \) and \( q(x, c) \) are aggregated into \( \overline{pr}(c_{0,1}) \), \( \overline{pr}(c_{0,1})^q \), \( \overline{q}(c_{0,1}) \), and \( \overline{q}(c_{0,1})^q \) in order to define a two-class distribution in the step following to this definition.

\[
\begin{align*}
\overline{pr}(c_{0,1}) &= \int pr(x, c_{0,1}(x)) \, dx, & \overline{pr}(c_{0,1})^q &= \int pr(x, c_{0,1}^q(x)) \, dx, \\
\overline{q}(c_{0,1}) &= \int q(x, c_{0,1}(x)) \, dx, & \overline{q}(c_{0,1})^q &= \int q(x, c_{0,1}^q(x)) \, dx.
\end{align*}
\]

Consider the definitions \( R = \{c_{0,1}, c_{0,1}^q\} \) and \( R(x) = \{c_{0,1}(x), c_{0,1}(x)\} \) for \( x \in \mathcal{X} \). In summary the repeated application of the aggregation property leads to the following inequalities bounding a two-class \( f \)-Divergence.

\[
D_f(pr||q) = \int \sum_{c \in \mathcal{C}} q(x, c) f \left( \frac{pr(x, c)}{q(x, c)} \right) \, dx
\]

\[
= \int \sum_{c \in R(x)} q(x, c) f \left( \frac{pr(x, c)}{q(x, c)} \right) \, dx + \int \sum_{c \in \mathcal{C} \setminus R(x)} q(x, c) f \left( \frac{pr(x, c)}{q(x, c)} \right) \, dx
\]

\[
\geq \int \sum_{c \in R(x)} q(x, c) f \left( \frac{pr(x, c)}{q(x, c)} \right) \, dx
\]

\[
+ \int \left( \sum_{c \in \mathcal{C} \setminus R(x)} q(x, c) \right) f \left( \frac{\sum_{c \in \mathcal{C} \setminus R(x)} pr(x, c)}{\sum_{c \in \mathcal{C} \setminus R(x)} q(x, c)} \right) \, dx \quad \text{using Aggregation}
\]

\[
\geq \left[ \sum_{r \in R} \left( \int q(x, r(x)) \, dx \right) \right] f \left( \frac{\int pr(x, r(x)) \, dx}{\int q(x, r(x)) \, dx} \right) \, dx \quad \text{using Aggregation}
\]

\[
+ \left( \int \sum_{c \in \mathcal{C} \setminus R(x)} q(x, c) \, dx \right) f \left( \int \sum_{c \in \mathcal{C} \setminus R(x)} \frac{pr(x, c) \, dx}{\sum_{c \in \mathcal{C} \setminus R(x)} q(x, c) \, dx} \right) \, dx \quad \text{using Aggregation}
\]

\[
= \sum_{r \in R} \overline{q}(r) f \left( \frac{\overline{pr}(r)}{\overline{q}(r)} \right) + \left( 1 - \sum_{r \in R} \overline{q}(r) \right) f \left( \frac{1 - \sum_{r \in R} \overline{pr}(r)}{1 - \sum_{r \in R} \overline{q}(r)} \right)
\]

\[
= \sum_{r \in R} \overline{q}(r) f \left( \frac{\overline{pr}(r)}{\overline{q}(r)} \right) + \left( 1 - \sum_{r \in R} \overline{q}(r) \right) f \left( \frac{1}{2} \left( 1 - \sum_{r \in R} \overline{pr}(r) \right) \right).
\]
After extending (4.2), the summation terms in (4.3) are aggregated into (4.4).

\[
\begin{align*}
= &q(c_{0-1}) f \left( \frac{\overline{p}(c_{0-1})}{q(c_{0-1})} \right) + \frac{1}{2} \left( 1 - \sum_{r\in R} q(r) \right) f \left( \frac{1}{2} \left( 1 - \sum_{r\in R} \overline{p}(r) \right) \right) \\
&+ q(c_{0-1}) f \left( \frac{\overline{q}(c_{0-1})}{q(c_{0-1})} \right) + \frac{1}{2} \left( 1 - \sum_{r\in R} \overline{q}(r) \right) f \left( \frac{1}{2} \left( 1 - \sum_{r\in R} \overline{p}(r) \right) \right) \\
\geq & \left( \frac{1}{2} \left( 1 - \sum_{r\in R} q(r) \right) \right) f \left( \frac{\overline{p}(c_{0-1}) + \frac{1}{2} \left( 1 - \sum_{r\in R} \overline{p}(r) \right)}{\overline{q}(c_{0-1}) + \frac{1}{2} \left( 1 - \sum_{r\in R} \overline{q}(r) \right)} \right) \\
&+ \left( \frac{1}{2} \left( 1 - \sum_{r\in R} q(r) \right) \right) f \left( \frac{\overline{q}(c_{0-1}) + \frac{1}{2} \left( 1 - \sum_{r\in R} \overline{q}(r) \right)}{\overline{p}(c_{0-1}) + \frac{1}{2} \left( 1 - \sum_{r\in R} \overline{p}(r) \right)} \right). \\
\end{align*}
\]

(4.3)

The values of this two-class distribution \( \lambda, 1 - \lambda \) and \( \beta, 1 - \beta \) are defined as follow,

\[
\begin{align*}
\lambda &= \frac{1}{2} + \frac{1}{2} \overline{p}(c_{0-1}) - \frac{1}{2} \overline{q}(c_{0-1}) = \frac{1}{2} + \frac{1}{2} \Delta, \\
1 - \lambda &= \frac{1}{2} - \frac{1}{2} \Delta, \\
\beta &= \frac{1}{2} + \frac{1}{2} \overline{q}(c_{0-1}) - \frac{1}{2} \overline{p}(c_{0-1}) = \frac{1}{2} - \frac{1}{2} \Delta^q, \\
1 - \beta &= \frac{1}{2} + \frac{1}{2} \Delta^q
\end{align*}
\]

(4.5)

(4.6)

using the following definition of the model-based error difference (which is always non-negative):

\[
\Delta^q := \int [q(x, c_{0-1}(x)) - q(x, c_{0-1}(x))] \, dx
\]

\[
= \int \left[ \max_{c\in C} \{q(x, c)\} - q(x, c_{0-1}(x)) \right] \, dx
\]

\[\geq 0.\]

Then (4.4) can equivalently be transformed to (4.7) and (4.8).

\[
\begin{align*}
= & \left( \frac{1}{2} + \frac{1}{2} \overline{p}(c_{0-1}) - \frac{1}{2} \overline{q}(c_{0-1}) \right) f \left( \frac{1}{2} + \frac{1}{2} \overline{p}(c_{0-1}) - \frac{1}{2} \overline{q}(c_{0-1}) \right) \\
&+ \left( \frac{1}{2} + \frac{1}{2} \overline{q}(c_{0-1}) - \frac{1}{2} \overline{p}(c_{0-1}) \right) f \left( \frac{1}{2} + \frac{1}{2} \overline{q}(c_{0-1}) - \frac{1}{2} \overline{p}(c_{0-1}) \right) \\
= & \left( \frac{1}{2} - \frac{1}{2} \Delta^q \right) f \left( \frac{1}{2} + \frac{1}{2} \Delta^q \right) + \left( \frac{1}{2} + \frac{1}{2} \Delta^q \right) f \left( \frac{1}{2} - \frac{1}{2} \Delta^q \right) \\
= & \beta f \left( \frac{\lambda}{\beta} \right) + (1 - \beta) f \left( \frac{1 - \lambda}{1 - \beta} \right).
\end{align*}
\]

(4.7)

(4.8)
In Section 4.1.1 and Section 4.1.2, the partial proof presented in this section and resulting in (4.8) continues with two analytical proofs of the implicit $f$-Divergence bound of Theorem 1. The first proof in Section 4.1.1 shows a direct derivation while the second proof in Section 4.1.2 uses a theorem from statistical information theory to prove the bound. Then a proof of explicit bounds on the squared error difference follows for a specific type of $f$-Divergences. These explicit bounds are extended to global bounds and used to derive discriminative training criteria in Section 5 for classification problems based on the 0-1 loss.

4.1.1 Implicit Classification Error Bounds

Due to (4.5) and (4.6) in Section 4.1, there is a direct relation between $\lambda$ and $\beta$ to the classification error difference $\Delta$ and the model-based classification error difference $\Delta^q$. So the requirements are met for:

$$2\lambda - 1 = \lambda - (1 - \lambda) = \Delta,$$
$$2\beta - 1 = \beta - (1 - \beta) = -\Delta^q.$$ 

With $\Delta \geq 0$ and $\Delta^q \geq 0$, it follows that: $\beta \leq \frac{1}{2} \leq \lambda$. Consider the following definitions

$$a := \lambda \cdot \frac{1 - 2\beta}{2\lambda - 1} \geq 0,$$
$$b := (1 - \lambda) \cdot \frac{1 - 2\beta}{2\lambda - 1} \geq 0.$$ 

Also, note that using the aggregation property yields the following inequality.

$$\frac{1}{2} \left( f(2\lambda) + f(2(1 - \lambda)) \right) = \frac{1}{2} \left( f\left( \frac{\lambda}{1/2} \right) + f\left( \frac{1 - \lambda}{1/2} \right) \right) \geq \left( \frac{1}{2} + \frac{1}{2} \right) \cdot f\left( \frac{\lambda + 1 - \lambda}{1/2 + 1/2} \right) = f(1) = 0.$$ 

Then, starting from (4.8), the following simplification is carried out.

$$D_f(p_r||q) \geq \beta f\left( \frac{\lambda}{\beta} \right) + (1 - \beta) f\left( \frac{1 - \lambda}{1 - \beta} \right)$$
$$= \beta f\left( \frac{\lambda}{\beta} \right) + a f\left( \frac{a}{a} \right) + (1 - \beta) f\left( \frac{1 - \lambda}{1 - \beta} \right) + b f\left( \frac{b}{b} \right)$$
$$\geq (\beta + a) f\left( \frac{\lambda + a}{\beta + a} \right) + (1 - \beta + b) f\left( \frac{1 - \lambda + b}{1 - \beta + b} \right) \quad \text{using Aggregation}$$
$$\geq \frac{1}{2} f(2\lambda) + f(2(1 - \lambda)) \geq 0, \text{cf. (using Aggregation)}$$
$$= \frac{1}{2} f(1 + \Delta) + f(1 - \Delta).$$ 

This finishes the proof of Theorem 1. The next Section gives an alternative proof of Theorem 1 using Guntuboyinas Theorem.
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4.1.2 Implicit Classification Error Bounds and Guntuboyinas Theorem

The next theorem is a result of theoretical statistics [Guntuboyina 11, p.3, Corollary II.3] adopted to our problem formulation to prove Theorem 1.

Theorem 2 Consider the variational distance between probabilities \( p \) and \( \bar{p} \)

\[
V = \sum_{c \in C} |p(c) - \bar{p}(c)|,
\]

then the following relation exists [Guntuboyina 11, p.3, Corollary II.3].

\[
\inf_{\pi} \{D_f(p||\pi) + D_f(\bar{p}||\pi)\} \geq f \left( 1 - \frac{V}{2} \right) + f \left( 1 + \frac{V}{2} \right).
\]

Starting from (4.8) we define a two-class subspace based on two abstract classes \( c_1, c_2, c_1 \neq c_2 \) (without loss of generality) with distributions \( p \) and \( \bar{p} \).

\[
p(c_1) = \lambda, \quad p(c_2) = 1 - \lambda
\]

\[
\bar{p}(c_1) = 1 - \lambda, \quad \bar{p}(c_2) = \lambda.
\]

Guntuboyina's theorem allows proving Theorem 1 applied to the two-class subspace distribution \( p \) and \( \bar{p} \).

\[
2D_f(pr||q) = 2 \int \sum_{c \in C} q(x, c) f \left( \frac{pr(x, c)}{q(x, c)} \right) \, dx
\]

\[
\geq 2Bf \left( \frac{\lambda}{\beta} \right) + 2(1 - \beta)f \left( \frac{1 - \lambda}{1 - \beta} \right)
\]

starting from (4.8)

\[
= \beta f \left( \frac{p(c_1)}{\beta} \right) + (1 - \beta)f \left( \frac{p(c_2)}{1 - \beta} \right) + \beta f \left( \frac{\bar{p}(c_2)}{\beta} \right) + (1 - \beta)f \left( \frac{\bar{p}(c_1)}{1 - \beta} \right)
\]

\[
\geq \min_{\pi} \left\{ \pi f \left( \frac{p(c_1)}{\pi} \right) + (1 - \pi)f \left( \frac{p(c_2)}{1 - \pi} \right) + \pi f \left( \frac{\bar{p}(c_1)}{\pi} \right) + (1 - \pi)f \left( \frac{\bar{p}(c_2)}{1 - \pi} \right) \right\}
\]

applying Guntuboyina

\[
\geq f \left( 1 - \frac{V}{2} \right) + f \left( 1 + \frac{V}{2} \right)
\]

\[
= f \left( 1 - \sum_{c \in \{c_1, c_2\}} \frac{|p(c) - \bar{p}(c)|}{2} \right) + f \left( 1 + \sum_{c \in \{c_1, c_2\}} \frac{|p(c) - \bar{p}(c)|}{2} \right)
\]

\[
= f \left( 1 - \frac{|p(c_1) - \bar{p}(c_1)| - |p(c_2) - \bar{p}(c_2)|}{2} \right) + f \left( 1 + \frac{|p(c_1) - \bar{p}(c_1)| + |p(c_2) - \bar{p}(c_2)|}{2} \right)
\]

\[
= f (1 - 2\lambda - 1) + f (1 + 2\lambda - 1)
\]

\[
= f (1 - |\Delta - 1 + 1|) + f (1 + |\Delta - 1 + 1|)
\]

\[
= f (1 - \Delta) + f (1 + \Delta).
\]

This proves Theorem 1. In the next section, some examples of error bounds based on the f-Divergence are presented.

4.1.3 Implicit Classification Error Bounds with Closed Form Solution

The following f-Divergences are often used in statistics and resolve to a closed-form classification error bound. They are called reversed Kullback-Leibler, Chi-squared, Neyman-Pearson, and Vajda divergence. More possible f-Divergences are presented in [Österreicher 02].
4 Error Bounds

Reversed Kullback-Leibler The reversed Kullback-Leibler divergence is obtained with setting $f_{RKL}(u) = -\log u$:

\[ \Rightarrow \Delta \leq \sqrt{1 - \exp(-2D_{KL}(q||pr))}. \] (4.9)

Chi-Squared The distance $D_{\chi^2}$ is obtained by setting $f_{\chi^2}(u) = u^2 - 1$. The associated bound becomes then:

\[ D_{f_{\chi^2}}(pr||q) = D_{\chi^2}(q||pr) \geq \frac{1}{2}((1 + \Delta)^2 - 1) + ((1 - \Delta)^2 - 1) \]
\[ = \Delta^2 \]
\[ \Rightarrow \Delta \leq \sqrt{D_{\chi^2}(q||pr) = \sqrt{\int \sum_{c \in C} pr^2(x, c) q(x, c) \, dx - 1}}. \] (4.10)

![Figure 4.1: Chi-Squared Bound.](image)

Neyman-Pearson Assume the $f$-Divergence with $f_{NP}(u) = \frac{(u-1)^2}{u}$. The associated bound is then:

\[ D_{f_{NP}}(pr||q) \geq \frac{1}{2} \left( \frac{(1 - \Delta - 1)^2}{1 - \Delta} + \frac{(1 + \Delta - 1)^2}{1 + \Delta} \right) \]
\[ = \frac{1}{2} \left( \frac{\Delta^2(1 + \Delta) + \Delta^2(1 - \Delta)}{1 - \Delta^2} \right) \]
\[ = \frac{\Delta^2}{1 - \Delta^2} \]
\[ \Rightarrow \Delta \leq \sqrt{\frac{D_{f_{NP}}(pr||q)}{D_{f_{NP}}(pr||q) + 1}} \]
\[ \Delta \leq \sqrt{\frac{D_{f_{NP}}(pr||q)}{1 + D_{f_{NP}}(pr||q)}}. \] (4.11)
4.1 Derivation of Classification Error Bounds

**Vajda divergence** Assume the f-Divergence with \( f_V(u) = |u - 1|^\alpha \) and \( \alpha \geq 1 \). The associated bound becomes then:

\[
D_{f_V} (pr||q) \geq \frac{1}{2}(|1 - \Delta - 1|^\alpha + |1 + \Delta - 1|^\alpha)
\]

\[
= \Delta^\alpha
\]

\[
\Leftrightarrow \Delta \leq D_{f_V}^{\frac{1}{\alpha}} (pr||q)
\]

\[
\Delta \leq D_{f_V}^{\frac{1}{\alpha}} (pr||q).
\]

(4.12)

![Figure 4.2: Vajda Bound for \( f_V(u) = |u - 1| \).](image)

Unfortunately, the bound derived from the Kullback-Leibler does not result in a closed-form expression in terms of \( \Delta \), in which case numerical approximations can be used. For \( \alpha = 1 \), the Vajda divergence results in the total variational distance and is interestingly a bound on the classification error difference itself. The bound derived from the reversed Kullback-Leibler divergence takes values in \([0, 1]\) and might give a reasonable upper bound on the classification error difference. On the other hand, the bounds derived by the Chi-Squared and Vajda divergences are not limited to the classification error difference domain, which makes them useless for those cases where the trivial bound \( \Delta \leq 1 \) is tighter.

The simulations in Figure 4.1 through 4.2 were performed by generating a shared class conditional and two (true and model) class prior distributions, where three classes and two observations were assumed. The same tendency was confirmed in simulations using more classes and observations. In general, several million distributions were generated, and filtered afterwards to achieve better visualization.

### 4.1.4 Explicit Classification Error Bounds

In this section, we investigate explicit local bounds based on the global bounds found in Section 4.1 to support a subsequent derivation of training criteria. To that purpose, the local classification error bounds are considered by reinterpreting the f-Divergence and Theorem 1 for class posterior probabilities \( pr(c|x) \) and \( q(c|x) \) instead of the joint distributions \( pr(x, c) \) and \( q(x, c) \).
4 Error Bounds

Local f-Divergence Let \( f : \mathbb{R}^+ \rightarrow \mathbb{R} \) be a convex function with \( f(1) = 0 \) then the local \( f\)-Divergence is defined by:

\[
D_f^x(pr||q) := \sum_{c \in \mathcal{C}} q(c|x) f \left( \frac{pr(c|x)}{q(c|x)} \right).
\]

Reinterpreting Theorem 1 in terms of the local \( f\)-Divergence results in:

\[
2D_f^x(pr||q) \geq f(1 + \Delta(x)) + f(1 - \Delta(x)).
\]

Without loss of generality, the proof for the local \( f\)-Divergence classification error bounds is analogous to the case of the global \( f\)-Divergence classification error bounds.

Taylor’s theorem Let \( k \in \mathbb{N} \) and the function \( f : \mathbb{R} \rightarrow \mathbb{R} \) be \( k \) times differentiable at point \( y_0 \in \mathbb{R} \). Then, for every \( y \geq y_0 \) there exists a constant \( \mu_y \in [y_0, y] \) with \( R_k(y) = \frac{f^{(k+1)}(\mu_y)}{k!}(y - y_0)^{k+1} \) such that \( f(y) = \sum_{n=0}^{k-1} \frac{f^{(n)}(y_0)}{n!}(y - y_0)^n + R_k(y) \).

Theorem 3 If \( f : \mathbb{R}^+ \rightarrow \mathbb{R} \) is convex, \( f(1) = 0 \), \( f''' \) exists, and is monotonically increasing, then the following bound on the global classification error difference is valid.

\[
f'''(1) \Delta^2(x) \leq 2D_f^x(pr||q).
\]

Proof We start from (4.13). Locally in \( y_0 = 1 \), the application of Taylor’s Theorem results in:

\[
2D_f^x(pr||q) \geq f(1 + \Delta(x)) + f(1 - \Delta(x))
\]

\[
= f(1) + f'(1)\Delta(x) + \frac{f''(1)\Delta^2(x)}{2!} + \frac{f'''(\mu_1 + \Delta(x))}{3!}\Delta^3(x)
\]

\[
+ f(1) - f'(1)\Delta(x) + \frac{f''(1)\Delta^2(x)}{2!} - \frac{f'''(\mu_1 - \Delta(x))}{3!}\Delta^3(x)
\]

\[
= 2f(1) + f''(1)\Delta^2(x) + \frac{\Delta^3(x)}{3!} (f'''(\mu_1 + \Delta(x)) - f'''(\mu_1 - \Delta(x)))
\]

\[
\geq f''(1)\Delta^2(x) + \frac{\Delta^3(x)}{3!} \left( \min_{a \in [1,1+\Delta(x)]} f'''(a) + \min_{b \in [1-\Delta(x),1]} -f'''(b) \right)
\]

\[
\geq f''(1)\Delta^2(x) + \frac{\Delta^3(x)}{3!} (f''(1) - f''(1))
\]

\[
= f''(1)\Delta^2(x).
\]

This leads to the bound on the squared local classification error difference.

\[
\Delta^2(x) \leq \frac{2}{f''(1)} D_f^x(pr||q).
\]

Global Explicit Error Bound The global classification error bound is obtained by integration of all observations and the application of Jensens inequality.

\[
\frac{2}{f''(1)} \int pr(x)D_f^x(pr||q) \, dx
\]

\[
\geq \int pr(x)\Delta^2(x) \, dx \quad \text{Jensens inequality: } E(f(X)) \geq f(E(X)) \text{ for convex } f
\]

\[
\geq \Delta^2.
\]

(4.14)
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4.2 Derivation of Error Bounds for General Loss Functions

**Tightness:** The derived classification error bound is tightly bounded with the squared error difference only if the model $q(c|x)$ approaches $pr(c|x)$, which is also fulfilled for the Kullback-Leibler f-Divergence from which the cross-entropy has been derived in [Ney 03].

### 4.2 Derivation of Error Bounds for General Loss Functions

In this section, we investigate bounds based on a more general loss, e.g., the Levenshtein loss. These bounds are relevant to the mismatch described in Section 2.3.1 for automatic speech recognition and are the basis for deriving new error-based sequence criteria. These error bounds are derivable for decision problems based on a more general loss by extending the classification error bounds presented in Section 4.1. To this end, we reduce decision problems based on a more general loss to an equivalent decision problem based on the 0-1 loss. The local error is transformable into a class posterior, which maintains the Bayes decision rule of the decision problem using the more general loss. As a consequence, the classification error bound based on the 0-1 loss is reusable for deriving error bounds based on the more general loss.

Section 4.2.1 revisits Bayes decision theory for decision problems based on a general loss. These definitions are used in Section 4.2.2 to describe the transformation of the local error to a class posterior probability. With the relation to classification error bounds in Section 4.2.3, implicit local error bounds are derivable for this class posterior, which in Section 4.2.4 results in a closed-form solution.

#### 4.2.1 Bayes Decision Theory for General Loss Functions

Consider statistical decision problems based on a general loss of the form:

$$L : C \times C \rightarrow \mathbb{R}_+^+.$$ 

Terms and definitions introduced in Section 2.2 for Bayes decision theory for decision problems based on the 0-1 loss are now extended to general loss functions. For a decision rule $r : \mathcal{X} \rightarrow C$, the local and global error are the expected posterior and joint loss concerning the true distribution.

$$E_L(c|x) := \sum_{k \in C} pr(k|x) L(k, c), \quad \text{"local error of hypothesis } c\text{"}$$

$$E_L(r) := \int pr(x) E_L(r(x)|x) \, dx. \quad \text{"global error of decision } r\text{"}$$

The Bayes decision rule minimizes the local error over all classes.

$$c_L(x) := \arg\min_{c \in C} \{E_L(c|x)\}. \quad (4.15)$$

In the following, we focus on the relation between the Bayes decision rule and the model-based maximum probability decision rule based on a posterior $q(c|x)$ defined in (2.1).

$$c_{q_{0-1}}(x) := \arg\max_{c \in C} \{q(c|x)\}.$$ 

Therefore as a quality measure, we look at the error difference of the model-based and the Bayes decision rule. We distinguish between the local error for an observation $x$ and the global error integrated over all observations considering a fixed model-based decision rule $c_{q_{0-1}}$.

$$\Delta_L(x) := E_L(c_{q_{0-1}}(x)|x) - E_L(c_L(x)|x), \quad \text{"local error difference"}$$

$$\Delta_L := \int pr(x) \Delta_L(x) \, dx. \quad \text{"global error difference"}$$

In the next section, the considered statistical decision problems are restricted to a specific type of loss. Then the local error using this type of loss is reduced to a class posterior.
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4.2.2 From the Local Error to Class Posteriors

At first sight, the classification error difference and error difference based on a general loss have no connection. However, we will show that the opposite is the case. By considering a specific type of loss – the classification error difference and error difference is shown to be closely connected. Classification error bounds are reusable for deriving error bounds for decision problems based on this specific type of loss – different from the 0-1 loss.

In the following, consider statistical decision problems where the loss is defineable from an accuracy function \( A : \mathcal{C} \times \mathcal{C} \to \mathbb{R} \).

\[
\mathcal{L}(k, c) := A(k, k) - A(k, c).
\]

Besides, the accuracy function is needed to meet certain requirements important for the derivations in subsequent proofs. The length of a class \( c \in \mathcal{C} \) is defined by

\[
A(c, c) \geq 1,
\]

and is required to be larger or equal to one in the identity case. For example, if the classes are word sequences the length of a class is the number of words in the word sequence. The expected length is required to converge to

\[
\sum_{k \in \mathcal{C}} pr(k|x)A(k, k) < \infty.
\]

Finally, the local reward, defined by the posterior-expected accuracy, is required to be positive.

\[
R_A(c|x) := \sum_{k \in \mathcal{C}} pr(k|x)A(k, c) \geq 0. \quad (4.16)
\]

The local reward is the corresponding opposite concept to the local error considering the maximization of the posterior-expected accuracy instead of the minimization of the local error. The local error and reward are connected by:

\[
E_{\mathcal{L}}(c|x) = \sum_{k \in \mathcal{C}} pr(k|x)\mathcal{L}(k, c)
\]

\[
= \sum_{k \in \mathcal{C}} pr(k|x) [A(k, k) - A(k, c)]
\]

\[
= \left[ \sum_{k \in \mathcal{C}} pr(k|x)A(k, k) \right] - \left[ \sum_{k \in \mathcal{C}} pr(k|x)A(k, c) \right]
\]

\[
= \left[ \sum_{k \in \mathcal{C}} pr(k|x)A(k, k) \right] - R_A(c|x). \quad (4.17)
\]

Another essential property of the reward is that the Bayes decision rule is reformulated from the minimization of the local error into the maximization of the local reward. The local error and reward are connected by:

\[
c_{\mathcal{L}}(x) = \arg\min_{c \in \mathcal{C}} \{ E_{\mathcal{L}}(c|x) \}
\]

\[
= \arg\min_{c \in \mathcal{C}} \left\{ \left[ \sum_{k \in \mathcal{C}} pr(k|x)A(k, k) \right] - R_A(c|x) \right\} \quad \text{according to (4.17)}
\]

\[
= \arg\min_{c \in \mathcal{C}} \{-R_A(c|x)\}
\]

\[
= \arg\max_{c \in \mathcal{C}} \{ R_A(c|x) \}.
\]
Consequently, the Bayes decision rule achieves the maximum local reward among all classes \( R_A(c_L|x) \). Also, the local error difference can be reformulated in terms of the local reward.

\[
\Delta L(x) = E_L(c_{0-1}(x)|x) - R_A(c_{0-1}(x)|x) - [\sum_{k \in C} pr(k|x)A(k,k)] - R_A(c_L|x) \]

\[
= R_A(c_L|x) - R_A(c_{0-1}(x)|x). \tag{4.18}
\]

Figure 4.3: Example of the distribution \( \phi(y|x) \) for mean \( \mu(x) = 1, 2, 4 \).

Subsequently, we show that the local error based on the specified type of loss is reducible to a posterior based on the 0-1 loss. This posterior maintains the Bayes decision rule based on the more general loss. The posterior is defined from the function \( \phi(y|x) \) related to the Laplace distribution with \( \mu(x) = R_A(c_L|x) \) and \( \sigma = 1 \).

\[
\phi(y|x) = \frac{y}{2\sigma} \exp\left(-\frac{|y - \mu(x)|}{\sigma}\right) = \frac{y}{2} \exp\left(-|y - R_A(c_L|x)|\right). \tag{4.19}
\]

It can easily be shown that the global maximum of \( \phi(y|x) \) for each observation \( x \) is attained at \( R_A(c_L|x) \).

\[
\arg\max_{y \in \mathbb{R}} \{\phi(y|x)\} = R_A(c_L|x). \tag{4.20}
\]

From the lower bound (4.16) and the upper bound (4.20) with \( c \in C \), the relation can be derived

\[
0 \leq R_A(c|x) \leq R_A(c_L|x) \Rightarrow 0 \leq \phi(R_A(c|x)|x) \leq \phi(R_A(c_L|x)|x). \tag{4.21}
\]

Another interesting property of \( \phi(y|x) \) is derived from the fact that

\[
\frac{1}{2\sigma} \exp\left(-\frac{|y - \mu(x)|}{\sigma}\right). \tag{4.22}
\]
is a *Laplace* distribution. This is the reason why the expected value of this distribution carries over to the normalization of $\phi(y|x)$.

$$\int \frac{y}{2\sigma} \exp \left( - \frac{|y - \mu(x)|}{\sigma} \right) \, dy = \mu(x). \quad (4.23)$$

Since the local reward $R_A(c|x)$ for each class $c$ is assumed to be positive in (4.16) the true reward posterior $Pr_A(c|x)$ is reducable by

$$Pr_A(c|x) = \phi(R_A(c|x)|x) \quad \text{with the re-normalization} \quad Z(x) = \sum_{k \in C} \phi(R_A(k|x)|x). \quad (4.24)$$

Please bare in mind that the true reward posterior $Pr_A(c|x)$ is different from the true posterior $pr(c|x)$ and that those two posteriors should not be confused. Due to the maximality of the *Bayes* reward, there is no value attained larger than $y = R_A(c_L(x)|x)$. Therefore the maximum posterior is attained at $R_A(c_L(x)|x)$.

$$c_L(x) = \arg\min_{c \in C} \{E_L(c|x)\}$$

As outlined in Section 4.2.2, the error of a statistical decision problem based on a general loss is reducible to a decision problem based on the 0-1 loss using a posterior probability that conserves the *Bayes* decision rule. The decision problem using a general loss has been reduced to an equivalent problem using a simple 0-1 loss. For this equivalent decision problem based on the 0-1 loss, the bounds and training criteria derived in Section 4.1 remain valid.

Now, the local error bounds are considered by reinterpreting the *f-Divergence* and Theorem 1 for class posterior probabilities $Pr_A(c|x)$ and $q(c|x)$. Theorem 1 initially was formulated for joint distributions of observations and classes. However, as outlined in Section 4.1.4, the theorem can be reinterpreted for class posterior probabilities and the local error of a decision problem based on the 0-1 loss. The local error difference concerning posterior $Pr_A$ and the model-based decision rule $c_{0,1}$ is defined by:

$$\Delta_{0,1}^{Pr_A}(x) := Pr_A(c_L(x)|x) - Pr_A(c_{0,1}^q(x)|x). \quad (4.25)$$

Since the error probability $Pr_A(c|x)$ is also a class posterior probability, this theorem applies here as well. Therefore the following implicit local error bound can be derived from (4.13).

$$2D_f(Pr_A||q) \geq f(1 + \Delta_{0,1}^{Pr_A}(x)) + f(1 - \Delta_{0,1}^{Pr_A}(x)). \quad (4.26)$$
Next, a discussion of implicit local error bounds with a closed-form solution and their extension to global error bounds follows. The closed-form solutions originate from the classification error bounds from Section 4.1.3.

### 4.2.4 Implicit Error Bounds with Closed Form Solutions

Consider the implicit classification error bounds from Section 4.1.3 for the reversed Kullback-Leibler, Chi-squared, Neyman-Pearson, and Vajda divergence. As argued earlier, the derivation of global classification error bounds for the joint distribution also implies local error bounds using the class posteriors without loss of generality. Therefore, the closed-form error bounds from Section 4.1.3 are also valid for $\Pr_A(c|x)$ and the following bounds are derived.

**Reversed Kullback-Leibler** By setting $f_{RKL}(u) = -\log u$ the reversed Kullback-Leibler divergence is obtained. The associated bound becomes then:

$$\Delta_{0-1}^{\Pr_A}(x) \leq \sqrt{1 - \exp(-2D_{f_{RKL}}^r(\Pr_A||q))}.$$  \hfill (4.27)

**Chi-Squared** By setting $f_{\chi^2}(u) = u^2 - 1$, the distance $D_{\chi^2}$ is obtained. The associated bound becomes then:

$$\Delta_{0-1}^{\Pr_A}(x) \leq \sqrt{D_{f_{\chi^2}}^r(\Pr_A||q)} = \sqrt{\sum_{c \in C} \frac{(\Pr_A(c|x))^2}{q(c|x)} - 1}.$$  \hfill (4.28)

**Neyman-Pearson** Assume the $f$-Divergence with $f_{NP}(u) = \frac{(u-1)^2}{u}$. The associated bound is then:

$$\Delta_{0-1}^{\Pr_A}(x) \leq \sqrt{D_{f_{NP}}^r(\Pr_A||q) \frac{1}{1 + D_{f_{NP}}^r(\Pr_A||q)}}.$$  \hfill (4.29)

**Vajda divergence** Assume the $f$-Divergence with $f_V(u) = |u - 1|^\alpha$ and $\alpha \geq 1$. The associated bound becomes then:

$$\Delta_{0-1}^{\Pr_A}(x) \leq \sqrt{D_{f_V}^r(\Pr_A||q)}.$$  \hfill (4.30)

To simplify the following derivation of global error bounds notice that all the local error bounds have the following form

$$\Delta_{0-1}^{\Pr_A}(x) \leq B(x)$$

where $B(x)$ denotes the above bounds derived from the reversed Kullback-Leibler, Chi-squared, Neyman-Pearson and Vajda divergence.

Then the local classification error difference based on $\Pr_A$ relates to the local error difference
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as follows:

\[
\Delta_{b-1}^{PrA}(x) = \Pr_{A}(c_{L}(x)|x) - \Pr_{A}(c_{b-1}^{q}(x)|x) \\
= \frac{\phi(R_{A}(c_{L}(x)|x))}{Z(x)} - \frac{\phi(R_{A}(c_{b-1}^{q}(x)|x))}{Z(x)} \\
= \frac{\phi(R_{A}(c_{L}(x)|x)) - \phi(R_{A}(c_{b-1}^{q}(x)|x))}{Z(x)} \\
= \frac{R_{A}(c_{L}(x)|x)}{Z(x)} \exp\left(-\frac{1}{2} \left| R_{A}(c_{L}(x)|x) - R_{A}(c_{b-1}^{q}(x)|x) \right| \right) \\
- \frac{R_{A}(c_{b-1}^{q}(x)|x)}{Z(x)} \exp\left(-\frac{1}{2} \left| R_{A}(c_{L}(x)|x) - R_{A}(c_{b-1}^{q}(x)|x) \right| \right) \\
= \frac{R_{A}(c_{L}(x)|x) - R_{A}(c_{b-1}^{q}(x)|x) \exp(-\Delta_{L}(x))}{2Z(x)} \\
\geq \Delta_{L}(x) \\
\]

Using the error bound \(\Delta_{b-1}^{PrA}(x) \leq B(x)\) with an assumed error bound \(B(x)\) this can be reformulated to a bound on the local reward difference.

\[
\Delta_{L}(x) \leq 2Z(x)\Delta_{b-1}^{PrA}(x) \leq 2Z(x)B(x). \\
(4.31) \\
(4.32)
\]

By integration over all observations, the local implicit error bound becomes a global implicit error bound.

\[
\Delta_{L} \leq 2 \int pr(x)Z(x)B(x) \, dx.
\]

The next section interprets (4.32) to derive explicit error bounds on the squared global error difference.

4.2.5 Explicit Global Error Bounds

We reuse the explicit classification error bounds from Section 4.1.4 to derive explicit bounds on the error difference. Theorem 3 can be reinterpreted for \(\Pr_{A}(c|x)\) and \(\Delta_{b-1}^{PrA}(x)\) as follows.

\[
\left[\Delta_{b-1}^{PrA}(x)\right]^{2} \leq \frac{2}{f^\prime(1)} D_{f}^{\prime}(\Pr_{A}||q). \\
(4.33)
\]

**Theorem 4** Consider f-Divergences with such that \(f''\) is monotonically increasing (in compliance with Theorem 3). Then, the following global error bound exists on the error difference.

\[
\Delta_{L}^{2} \leq \frac{8}{f^\prime(1)} \int Z^{2}(x)D_{f}^{\prime}(\Pr_{A}||q) \, dx. \\
(4.34)
\]
Proof Combining with (4.32) results in an error bound on the local error difference.

\[ \Delta L^2(x) \leq \left[ 2Z(x) \Delta_{0-1}(x) \right]^2 \]

according to (4.31)

\[ = 4Z^2(x) \left[ \Delta_{0-1}(x) \right]^2 \]

according to (4.33)

\[ \leq 4Z^2(x) \frac{2}{f''(1)} D_f^2(\Pr_A||q) \]

(4.35)

By integration of the result of (4.35) over all observations, the local error bound becomes global.

\[ \Delta L^2 = \left( \int pr(x) \Delta_L(x) \, dx \right)^2 \]

since \( y^2 \) is convex and due to Jensen’s inequality: \( [E(y)]^2 \leq E(y^2) \)

\[ \leq \int pr(x) \Delta L^2(x) \, dx \]

\[ \Delta L^2(x) \leq 4Z^2(x) \frac{2}{f''(1)} D_f^2(\Pr_A||q) \]

\[ \leq 8 \int pr(x) Z^2(x) \frac{2}{f''(1)} D_f^2(\Pr_A||q) \, dx. \]

Tightness From the \( f\)-Divergence property \( D_f^2(\Pr_A||q) = 0 \) \( \iff \) \( \Pr_A(c|x) = q(c|x) \) follows that presented bound is tightly bounded with the squared global error difference only if the model \( q(c|x) \) approaches \( \Pr_A(c|x) \) for all observations.

Conclusion A derivation scheme was presented to derive novel bounds on the error difference. The scheme distinguishes between bounds for decision problems based on the 0-1 loss in Section 4.1 and decision problems based on more general losses in Section 4.2. An implicit classification error bound based on the \( f\)-Divergence was established in Theorem 1. Two proofs of this bound were presented. While the first proof in Section 4.1.1 establishes the classification error bound directly in subsequent steps, the second proof in Section 4.1.2 applies a shortcut from theoretical statistics [Guntuboyina 11, p.3, Corollary II.3] to arrive at the resulting theorem. Different from previous bounds in literature these novel classification error bounds are tight with the classification error difference even for the non-trivial case, i.e. the model is not identical to the true distribution. Implicit bounds with a closed form solution with respect to the classification error difference were discussed in Section 4.1.3, e.g. the Reversed Kullback-Leibler, Chi-Squared, Neyman-Pearson and Vajda bound. Unfortunately those explicit bounds are not suitable to derive training criteria. More suited for this task are the explicit bounds on the squared classification error difference which were derived using a Taylor expansion in Section 4.1.4.

In Section 4.2 the classification error bounds from Section 4.1 were reused to derive error bounds based on a more general loss, e.g., the Levenshtein loss. This was achieved by reducing decision problems based on a more general loss to an equivalent decision problem based on the 0-1 loss. The local error is transformable into a class posterior, which maintains the Bayes decision rule of the decision problem using the more general loss. As a consequence, the classification error bound based on the 0-1 loss is reusable for deriving error bounds based on the more general loss. Also in the case of a more general loss, implicit and explicit bounds on the error difference are discussed as well as explicit error bounds on the squared error difference which are suitable to derive training criteria.

4.3 Joint Work

The derivation of classification error bounds in Section 4.1 is joint work with Ralf Schlüter and Eugen Beck [Nußbaum-Thom & Tüske+ 12, Schlüter & Nußbaum-Thom+ 13, Nußbaum-
Thom & Cui$^+$ 14. Ralf Schlüter discovered the direct proof of this theorem in Section 4.1.1. The simulation for Figure 4.1 and Figure 4.2 of implicit classification error bounds in Section 4.1.3 were contributed by Eugen Beck. Eugen Beck contributed the simulation for Figure 4.1 and Figure 4.2 of implicit classification error bounds in Section 4.1.1. The alternative proof in Section 4.1.2 is my individual contribution. The remaining work, including the explicit error bounds in Section 4.1.4 and Section 4.2, is also my individual contribution.
5. Error-Bound-Based Training Criteria

In this section, the explicit error bounds from Section 4 are widened to establish novel empirical training criteria. We distinguish between training criteria derived from classification error bounds for decision problems based on the 0-1 loss from Section 4.1.4 and training criteria derived from error bounds for decision problems based on a more general loss from Section 4.2.5. Each derivation of training criteria is followed by practical examples of discriminative training criteria derived for different \( f \)-Divergences and an analysis of the non-parametric solution for the optimal model for training criteria based on the power approximation. We first focus on the derivation of training criteria from classification error bounds followed by an investigation of training criteria derived from error bounds using a more general loss. The analysis of the non-parametric solution for the optimal model for training criteria based on a more general loss surprisingly leads to a monotonic transformation of the true reward posterior \( \Pr_A \).

5.1 From Global Classification Error Bounds to Training Criteria

In this section, we widen the explicit classification error bounds presented in Section 4.1.4 to derive new criteria. To this end, an expected value, based on the joint true distribution of a monotonic decreasing function of the model posterior will express the upper bound. Using this algebraic form, the true distribution is replaceable with the empirical distribution in order to derive training criteria using properties of the Kronecker and Dirac delta functions.

In the following we will focus on specific \( f \)-Divergences based on a function \( f(u) = \frac{ug(1/u)}{u} \) where \( g(u) \) is convex and \( g(1) = 0 \). The first derivative, of \( f(u) \) is:

\[
f'(u) = g\left(\frac{1}{u}\right) - \frac{1}{u}g'\left(\frac{1}{u}\right)\]

Based on the first derivative the second derivative evaluates to:

\[
f''(u) = -\frac{1}{u^2}g'\left(\frac{1}{u}\right) + \frac{1}{u^2}g'\left(\frac{1}{u}\right) + \frac{1}{u^2}g''\left(\frac{1}{u}\right)
= \frac{1}{u^2}g''\left(\frac{1}{u}\right).
\]

Therefore the requirements are met for the identity \( f''(1) = g''(1) \).

We derive novel empirical discriminative training criteria. Starting from the explicit classification error bounds in (4.14) presented in Section 4.1.4. The next theorem applies the monotonicity property of the \( f \)-Divergence demanded in Theorem 3 to widen the error bounds from (4.14). These error bounds are expressible with the joint probability \( pr(x,c) \), which subsequently is replaced with the empirical distribution to derive the discriminative training criteria.

**Theorem 5** Consider model \( q(c|x) \) and an \( f \)-Divergence with a function \( f(u) = \frac{ug(1/u)}{u} \) such that:
• $g$ is monotonically decreasing, convex and $g(1) = 0$,

• $f''''$ is monotonically increasing (in compliance with Theorem 3).

Then, the global classification error bound from Theorem 3 based on the $f$-Divergence can be extended to:

$$\Delta^2 \leq \frac{2}{g''(1)} \int pr(x)D_{u g(1/u)}^n(pr||q) \, dx \leq \frac{2}{g''(1)} \int \sum_{c \in C} pr(x,c)g(q(c|x)) \, dx.$$ 

Proof

Then the global classification error bounds in (4.14) become:

$$\Delta^2 \leq \frac{2}{f''(1)} \int pr(x)D_{u g(1/u)}^n(pr||q) \, dx$$

$$= \frac{2}{g''(1)} \int pr(x)D_{ug(1/u)}^n(pr||q) \, dx$$

$$= \frac{2}{g''(1)} \int pr(x) \sum_{c \in C} q(c|x) \frac{pr(c|x)}{q(c|x)} g\left(\frac{q(c|x)}{pr(c|x)}\right) \, dx$$

$$= \frac{2}{g''(1)} \int \sum_{c \in C} pr(x,c)g\left(\frac{q(c|x)}{pr(c|x)}\right) \, dx$$

$$\leq \frac{2}{g''(1)} \int \sum_{c \in C} pr(x,c)g\left(\frac{q(c|x)}{1}\right) \, dx$$

$$= \frac{2}{g''(1)} \int \sum_{c \in C} pr(x,c)g(q(c|x)) \, dx.$$ 

where $g$ is monotonically decreasing. 

According to the scheme of [Ney 03, p.642], practical training criteria derive from this extended bound using the empirical distribution of the training data. The empirical distribution of the labeled samples $(x_n, c_n), n = 1, \ldots, N$ of observations and labels is defined by:

$$pr_N(x,c) = \frac{1}{N} \sum_{n=1}^{N} \delta(x-x_n)\delta(c,c_n).$$

Here, $\delta(x)$ denotes the continuous Dirac delta and,

$$\delta(c, \tilde{c}) = \begin{cases} 1 & , c = \tilde{c} \\ 0 & , c \neq \tilde{c} \end{cases}$$

is the discrete Kronecker delta. The Dirac delta has the useful sifting property [Bracewell 99] for integrable functions

$$\int h(x) \delta(x-x_0) \, dx = h(x_0),$$

which is used in the following to derive the training criterion. By evaluating the true distribution
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through the empirical distribution, the training criterion is derived by:

\[ F_g(q) = \frac{2}{g''(1)} \int \sum_{c \in C} pr(x, c) g(q(c|x)) \, dx \]

evaluate \( pr(x, c) \) through \( pr_N(x, c) = \frac{1}{N} \sum_{n=1}^{N} \delta(x - x_n)\delta(c, c_n) \)

\[ = \frac{2}{g''(1)} \int \sum_{c \in C} \frac{1}{N} \sum_{n=1}^{N} \delta(x - x_n)\delta(c, c_n) g(q(c|x)) \, dx \]

\[ = \frac{2}{g''(1)} \frac{1}{N} \sum_{n=1}^{N} g(q(c_n|x_n)) \text{ sifting property} \]

This proof finishes the derivation scheme of empirical discriminative training criteria from classification error bounds. In the next section, we show that the appropriate choices of f-Divergences results in novel training criteria.

5.1.1 Examples for Discriminative Training Criteria Based on the f-Divergence

This section presents three examples of training criteria derived from classification error bounds for f-Divergences fulfilling Theorem 5. We discuss the discriminative training criteria derived from the Kullback-Leibler, Lin, and power-approximation f-Divergence. Theorem 5 demands that the f-Divergence function \( f(u) = ug(1/u) \) of the f-Divergence meets the following properties:

- \( f \) is decomposable into \( f(u) = ug(1/u) \) with \( g \) convex and \( g(1) = 0 \) (decomposition),
- if \( f''(u) > 0 \) and \( f(1) = 0 \) then \( f \) is convex (convexity),
- \( f'''(u) \) exists and is monotonic increasing on the interval \([1, 2]\) (monotonicity).

In the Appendix in Section 10.4, the validity of these properties for the applied f-Divergences is discussed in detail.

Kullback-Leibler divergence  A natural example fulfilling Theorem 5 is the Kullback-Leibler divergence.

\[ g_{KL}(u) = -\log(u) \tag{5.1} \]

The training criterion derived from the Kullback-Leibler f-Divergence becomes the well-known cross-entropy or maximum-mutual-information criterion:

\[ F_{g_{KL}}(q) = -\frac{2}{N} \sum_{n=1}^{N} \log q(c_n|x_n) \text{ (CE)} \]

Power-Approximation f-Divergence  The power approximation for \( \alpha \to 0 \) expresses the natural logarithm as:

\[ -\log(u) = \lim_{\alpha \to 0} \frac{1}{\alpha} (1 - u^\alpha) \tag{5.2} \]

The power-approximation f-Divergence is defined by:

\[ g_{\alpha,PA}(u) = \frac{1}{\alpha} (1 - u^\alpha) \tag{5.3} \]
The training criterion derived from the power approximation \textit{f-Divergence} becomes the power approximation criterion:

\[ F_{g_{\alpha-PA}}(q) = \frac{2}{\alpha(1 - \alpha)} \frac{1}{N} \sum_{n=1}^{N} (1 - q^\alpha(c_n|x_n)). \quad (\alpha-PA) \]

\textbf{Lin f-Divergence}  The function \( f_{\alpha-LIN}(u) = u^{\alpha-LIN}(1/u) \) derives the Lin \textit{f-Divergence}:

\[ g_{\alpha-LIN}(u) = \log \left( \frac{1}{1 + \alpha} (\alpha + u) \right). \quad (5.4) \]

The training criterion derived from the Lin \textit{f-Divergence} becomes the Lin criterion:

\[ F_{g_{\alpha-LIN}}(q) = -2(1 + \alpha)^2 \frac{1}{N} \sum_{n=1}^{N} \log \left( \frac{1}{1 + \alpha} (\alpha + q(c_n|x_n)) \right). \quad (\alpha-LIN) \]

Due to simplicity, we refer to the previous criteria as the CE, \( \alpha-LIN \), and \( \alpha-PA \) or in general \textit{f-Divergence} criteria. The next section discusses the non-parametric model solution learned by the power approximation criterion for decision problems based on the 0-1 loss.

\section*{5.1.2 Optimal Non-Parametric Solution for the Power Approximation f-Divergence}

In this section, the optimal non-parametric solution of the model \( q(c|x) \) learned from the criterion corresponding to the power-approximation \textit{f-Divergence} is discussed. The empirical distribution converges to the true distribution for an infinite amount of samples \( N \to \infty \):

\[ p_r(x,c) = \lim_{N \to \infty} p_{r_N}(x,c) \]

\[ = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \delta(c,c_n)\delta(x - x_n). \quad (5.5) \]

Consider the training criterion \( \mathcal{F}_{g_{\alpha-PA}}(q) \) with \( g_{\alpha-PA}(u) = \frac{1-n^\alpha}{\alpha} \) with Lagrange multipliers \( \mu(x) \) such that \( q(c|x) \) fulfills the probability normalization of \( q(c|x) \) in each observation \( x \in \mathcal{X} \).

\[ \mathcal{F}_{g_{\alpha-PA}}(q) = \mathcal{F}_{\alpha-PA}(q) + \int \mu(x) \left( \sum_{c \in \mathcal{C}} q(c|x) - 1 \right) \, dx \]

\[ = \frac{2}{g''(1)} \frac{1}{N} \sum_{n=1}^{N} g(q(c_n|x_n)) + \int \mu(x) \left( \sum_{c \in \mathcal{C}} q(c|x) - 1 \right) \, dx \]

using the sifting property \( h(x_n) = \int \delta(x - x_n)h(x) \, dx \)

\[ = \frac{2}{g''(1)} \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in \mathcal{C}} \int g(q(c|x))\delta(c,c_n)\delta(x - x_n) \, dx + \int \mu(x) \left( \sum_{c \in \mathcal{C}} q(c|x) - 1 \right) \, dx \]

\[ = \frac{2}{g''(1)} \sum_{c \in \mathcal{C}} \int g(q(c|x)) \frac{1}{N} \sum_{n=1}^{N} \delta(c,c_n)\delta(x - x_n) + \int \mu(x) \left( \sum_{c \in \mathcal{C}} q(c|x) - 1 \right) \, dx. \]

The derivatives concerning the Lagrange multiplier \( \mu(x) \), the model \( q(k|y) \) and \( \mu(y) \) for observation \( y \in \mathcal{X} \) and class \( k \in \mathcal{C} \) results in:

\[ \nabla_{q(k|y)} \mathcal{F}_{g_{\alpha-PA}}(q) = -\frac{2}{g''(1)} q^{\alpha-1}(k|y) \frac{1}{N} \sum_{n=1}^{N} \delta(k,c_n)\delta(y - x_n) + \mu(y) \stackrel{!}{=} 0, \]

\[ \nabla_{\mu(y)} \mathcal{F}_{\alpha-PA}(q) = \left( \sum_{c \in \mathcal{C}} q(c|y) - 1 \right) \stackrel{!}{=} 0. \quad (5.6) \]
With an infinite amount of data, i.e., \( N \to \infty \) the equation evolves to:

\[
\lim_{N \to \infty} \left[ \nabla q(k|y) \mathcal{F}_{\alpha,PA}(q) \right] = \lim_{N \to \infty} \left[ -\frac{2}{g''(1)} q^{\alpha-1}(k|y) \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \delta(k, c_n) \delta(y - x_n) + \mu(y) \right]
\]

\[
= \frac{2}{g''(1)} q^{\alpha-1}(k|y) \lim_{N \to \infty} \left[ -\frac{1}{N} \sum_{n=1}^{N} \delta(k, c_n) \delta(y - x_n) \right] + \mu(y)
\]

according to (5.5)

\[
= -\frac{2}{g''(1)} q^{\alpha-1}(k|y) pr(y, k) + \mu(y) = 0.
\]

This can be reformulated to the following equation:

\[
q(k|y) = \sqrt[1-\alpha]{\frac{1}{g''(1)} pr(y, k)} \mu(y).
\]

Combined with the renormalization constraint in (5.20) this results in:

\[
1 = \sum_{c \in C} 1-\alpha \sqrt[1-\alpha]{\frac{2}{g''(1)} pr(y, c)} \mu(y),
\]

\[
\Rightarrow 1-\alpha \sqrt[1-\alpha]{\mu(y)} = \sum_{c \in C} 1-\alpha \sqrt[1-\alpha]{\frac{2}{g''(1)} pr(y, c)}.
\]

Then the non-parametric optimal solution for the model in case of infinite training data formulate to:

\[
q(k|y) = \sqrt[1-\alpha]{\frac{2}{g''(1)} pr(y, k)}
\]

\[
\sum_{c \in C} 1-\alpha \sqrt[1-\alpha]{\frac{2}{g''(1)} pr(y, c)}
\]

\[
= \frac{1-\alpha \sqrt[1-\alpha]{pr(k|y)}}{\sum_{c \in C} 1-\alpha \sqrt[1-\alpha]{pr(c|y)}}.
\]

Since \( 1-\sqrt[1-\alpha]{\cdot} \) is monotonically increasing the model-based decision rule results in posterior maximizing class which is identical to the Bayes decision rule.

\[
c_{q,0}(x) = c_{0,1}(x).
\]

The next section establishes empirical training criteria from error bounds for decision problems based on more general losses.

### 5.2 From Error Bounds to Training Criteria

Starting from the explicit error bounds for decision problems based on more general losses from Theorem 4, empirical discriminative training criteria are derived. The next theorem widens this bound with the monotonicity property of the \( f \)-Divergence demanded in Theorem 4 and expresses the widened error bound in terms of the joint true distribution \( pr(x, c) \). By replacing the joint true distribution with the empirical distribution the discriminative training criteria are derived.
5 Error-Bound-Based Training Criteria

**Theorem 6** Consider f-Divergences with a function \( f(u) = ug(1/u) \) such that:

- \( g \) is monotonically decreasing, convex and \( g(1) = 0 \),
- \( f''' \) is monotonically increasing (in compliance with Theorem 3).

Let us assume \( \kappa(x,c) \) as the Laplace distribution:
\[
\kappa(x,c) = \exp \left( - \frac{|R_A(c|x) - R_A(c_{\mathcal{L}}(x)|x)|}{2} \right) \leq 1.
\]

Then, the error difference is bounded by the global error bound:
\[
\Delta^2_E \leq \frac{8}{g''(1)} \int Z(x) \sum_{c \in \mathcal{C}} R_A(c|x)\kappa(x,c)g(q(c|x)) \, dx. \tag{5.7}
\]

**Proof** If we start from Theorem 4, an error bound on the global error difference is formulated by integrating over all observations.

\[
\Delta^2_E \leq \frac{8}{g''(1)} \int pr(x)Z^2(x)D_f^2(Pr_A||q) \, dx
\]
\[
= \frac{8}{g''(1)} \int pr(x)Z^2(x)D_{ug(1/u)}(Pr_A||q) \, dx \quad \text{with } f(u) = ug \left( \frac{1}{u} \right)
\]
\[
= \frac{8}{g''(1)} \int pr(x)Z^2(x) \sum_{c \in \mathcal{C}} q(c|x) \Pr_{A}(c|x) \frac{Pr_A(c|x)}{q(c|x)} g \left( \frac{q(c|x)}{Pr_A(c|x)} \right) \, dx \quad \text{with } Pr_{A}(c|x) \text{ def. in (4.24)}
\]
\[
= \frac{8}{g''(1)} \int pr(x)Z^2(x) \sum_{c \in \mathcal{C}} \phi(R_A(c|x)) \frac{q(c|x)}{Z(x)} \frac{Pr_A(c|x)}{q(c|x)} g \left( \frac{q(c|x)}{Pr_A(c|x)} \right) \, dx \quad \text{with } \phi \text{ def. in (4.19)}
\]
\[
= \frac{8}{g''(1)} \int pr(x)Z(x) \sum_{c \in \mathcal{C}} \phi(R_A(c|x)) g \left( \frac{q(c|x)}{Pr_A(c|x)} \right) \, dx
\]
\[
= \frac{8}{g''(1)} \int pr(x)Z(x) \sum_{c \in \mathcal{C}} R_A(c|x) \frac{R_A(c|x)}{2} \exp \left( - |R_A(c|x) - R_A(c_{\mathcal{L}}(x)|x)| \right) g \left( \frac{q(c|x)}{Pr_A(c|x)} \right) \, dx
\]
\[
\leq \frac{8}{g''(1)} \int pr(x)Z(x) \sum_{c \in \mathcal{C}} R_A(c|x) \kappa(x,c)g \left( \frac{q(c|x)}{1} \right) \, dx
\]
\[
= \frac{8}{g''(1)} \int pr(x)Z(x) \sum_{c \in \mathcal{C}} R_A(c|x) \kappa(x,c)g(q(c|x)) \, dx. \tag{5.8}
\]

Now from this widened error bound training criteria are derived by evaluating the true distribution through the empirical distribution. According to the scheme [Ney 03, p.642] practical training criteria derive from this bound by using the empirical distribution of the training data. By substituting the true distribution with the empirical distribution the error bound from (5.8)
is re writable as:
\[
\frac{8}{g''(1)} \int Z(x) \sum_{c \in C} R_A(x, c) \kappa(x, c) g(q(c|x)) \, dx
\]
\[
= \frac{8}{g''(1)} \int Z(x) \sum_{c \in C} \sum_{\tilde{c} \in C} \frac{1}{N} \sum_{n=1}^{N} \delta(x - x_n) \delta(\tilde{c}, c_n) A(\tilde{c}, c) \kappa(x, c) g(q(c|x)) \, dx
\]
\[
= \frac{8}{g''(1)} \int Z(x) \sum_{c \in C} \sum_{\tilde{c} \in C} \frac{1}{N} \sum_{n=1}^{N} \delta(x - x_n) \delta(\tilde{c}, c_n) A(\tilde{c}, c) \kappa(x, c) g(q(c|x)) \, dx
\]
\[
= \frac{8}{g''(1)} \int Z(x) \sum_{c \in C} \sum_{\tilde{c} \in C} \frac{1}{N} \sum_{n=1}^{N} \delta(x - x_n) \delta(\tilde{c}, c_n) A(\tilde{c}, c) \kappa(x, c) g(q(c|x)) \, dx
\]
\[
= \frac{8}{g''(1)} \int Z(x) \sum_{c \in C} \sum_{\tilde{c} \in C} \frac{1}{N} \sum_{n=1}^{N} \delta(x - x_n) \delta(\tilde{c}, c_n) A(\tilde{c}, c) \kappa(x, c) g(q(c|x)) \, dx
\]
\[
\leq \frac{8}{g''(1)} \max_{n=1, \ldots, N} \{Z(x_n)\} \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c) g(q(c|x_n)) \tag{5.9}
\]
\[
\leq \frac{8}{g''(1)} \max_{n=1, \ldots, N} \{Z(x_n)\} \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) g(q(c|x_n)). \tag{5.10}
\]

Both (5.9) and (5.10) are suitable to derive a training criterion. In the remainder of this section (5.9) will be discussed. Moreover, later sections analyze the training criterion in (5.10) since no appropriate empirical approximation of \(\kappa(x, c)\) exists yet.

The following equations show a simplified version of the training criterion of (5.9) independent from constant factors that do not affect the minimization of the free parameters during training.

\[
\hat{q} = \arg \min_{q} \left\{ \frac{8}{g''(1)} \max_{n=1, \ldots, N} \{Z(x_n)\} \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c) g(q(c|x_n)) \right\}
\]
\[
= \arg \min_{q} \left\{ \frac{1}{g''(1)} \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c) g(q(c|x_n)) \right\}
\]
\[
= \arg \min_{q} \{ \mathcal{F}(q) \}. \tag{5.11}
\]

The following empirical training criterion evolves from the minimization.

\[
\mathcal{F}_g(q) = \frac{1}{g''(1)} \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c) g(q(c|x_n)). \tag{5.12}
\]

If we want to combine different \textit{f-Divergence} criteria, the factor \(\frac{1}{g''(1)}\) is vital in order to keep the ratio between the criteria balanced concerning the error difference.

### 5.2.1 Examples for Discriminative Training Criteria Based on the \textit{f-Divergence}

This section reconsiders the \textit{Kullback-Leibler}, \textit{Lin}, and \textit{Power-Approximation f-Divergences} in the context of Theorem 6. As demonstrated in Section 5.1.1, these \textit{f-Divergences} fulfill the
requirements of Theorem 5. Therefore, the requirements of Theorem 6 are then fulfilled by the
Kullback-Leibler, Lin, and Power-Approximation f-Divergence as well. Those training criteria are
derived from a bound on the error difference in (5.9) and (5.10). Therefore, now discriminative
training criteria can be derived for the more general losses as an extension to the 0-1 loss case.

Kullback-Leibler divergence A natural example fulfilling Theorem 6 is the Kullback-Leibler
divergence.

\[ g_{KL}(u) = -\log u. \] (5.13)

The training criterion derived from the Kullback-Leibler f-Divergence becomes:

\[ F_{g_{KL}}(q) = -\frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c) \log q(c|x_n). \] (WMMI)

This criterion is a weighted version of the cross-entropy or maximum-mutual-information criterion. Therefore this criterion is referred to as the Weighted Maximum-Mutual-Information (WMMI) criterion.

Power-Approximation f-Divergence From the power approximation for \( \alpha \to 0 \), the natural
logarithm derives:

\[ -\log(u) = \lim_{\alpha \to 0} \frac{1}{\alpha} \left(1 - u^\alpha\right). \] (5.14)

The power-approximation f-Divergence is defined by:

\[ g_{\alpha-PA}(u) = \frac{1}{\alpha} \left(1 - u^\alpha\right). \] (5.15)

The training criterion derived from the power approximation f-Divergence becomes the power
approximation criterion:

\[
\argmin_q \left\{ \frac{1}{\alpha(1 - \alpha)} \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c)(1 - q^\alpha(c|x_n)) \right\} \\
= \argmin_q \left\{ -\frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c)q^\alpha(c|x_n) \right\} \\
= \argmax_q \left\{ \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c)q^\alpha(c|x_n) \right\}.
\]

\[
\sim F_{g_{\alpha-PA}}(q) = \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \kappa(x_n, c)q^\alpha(c|x_n). \] (\(\alpha\)-MPE)

The functional form of this criterion is very similar to the well-known MPE criterion. Therefore
this criterion is referred to as the \(\alpha\)-MPE criterion.
5.2 From Error Bounds to Training Criteria

**Lin f-Divergence**  The function

\[
g_{\alpha\text{-LIN}}(u) = -\log\left(\frac{1}{1 + \alpha} (\alpha + u)\right)
\]  (5.16)

derives the *Lin f-Divergence*. The training criterion derived from the *Lin f-Divergence* becomes the *Lin* criterion:

\[
\mathcal{F}_{g_{\alpha\text{-LIN}}} (q) = -(1 + \alpha)^2 \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} \mathcal{A}(c_n, c) \kappa(x_n, c) \log \left(\frac{1}{1 + \alpha} (\alpha + q(c|x_n))\right).  \quad (\alpha\text{-LIN})
\]

### 5.2.2 Optimal Non-Parametric Solution for the Power Approximation f-Divergence

This section discusses the optimal non-parametric solution of the model \(q(c|x)\) learned from the criterion derived from the power-approximation *f-Divergence*. The power-approximation *f-Divergence* is defined by:

\[
g_{\alpha\text{-PA}}(u) = \frac{1}{\alpha} (1 - u^\alpha).
\]  (5.17)

The training criterion derived from the power approximation *f-Divergence* becomes the \(\alpha\)-MPE criterion:

\[
\sim \mathcal{F}_{g_{\alpha\text{-PA}}} (q) = \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} \mathcal{A}(c_n, c) \kappa(x_n, c) q^\alpha(c|x_n).
\]

For infinite training data, the true distribution is expressible as the sampling of observations and classes:

\[
pr(x, c) = \lim_{N \to \infty} pr_N(x, c)
\]
\[
= \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \delta(c, c_n) \delta(x - x_n).
\]  (5.18)
Consider the training criterion $F_f(q)$ with the Lagrange multipliers which fulfill the probability normalization of $q(c|x)$.

$$F_{g_n-P\Lambda}(q) = F_{\alpha-P\Lambda}(q) + \int \mu(x) \left( \sum_{c \in \mathcal{C}} q(c|x) - 1 \right) \, dx$$

with $h(x_n) = \int \delta(x-x_n) h(x) \, dx$

$$= \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in \mathcal{C}} A(c_n, c) \int \delta(x-x_n) \kappa(x,c) g(q(c|x)) \, dx$$

with $A(c_n, c) = \sum_{c \in \mathcal{C}} A(\tilde{c}, c) \delta(\tilde{c}, c_n)$

$$+ \int \mu(x) \left( \sum_{c \in \mathcal{C}} q(c|x) - 1 \right) \, dx$$

$$= \int \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in \mathcal{C}} \sum_{\tilde{c} \in \mathcal{C}} A(\tilde{c}, c) \delta(\tilde{c}, c_n) \delta(x-x_n) \kappa(x,c) g(q(c|x)) \, dx$$

$$+ \int \mu(x) \left( \sum_{c \in \mathcal{C}} q(c|x) - 1 \right) \, dx$$

$$= \int \sum_{c \in \mathcal{C}} \kappa(x,c) g(q(c|x)) \sum_{\tilde{c} \in \mathcal{C}} A(\tilde{c}, c) \frac{1}{N} \sum_{n=1}^{N} \delta(\tilde{c}, c_n) \delta(x-x_n) \, dx$$

$$+ \int \mu(x) \left( \sum_{c \in \mathcal{C}} q(c|x) - 1 \right) \, dx.$$
Combined with the re-normalization constraint in (5.20) this results in:

$$1 = \sum_{c \in C} 1 - \alpha \sqrt{\frac{\phi(R_A(c|y))}{\mu(y)}}$$

$$\Rightarrow 1 - \sqrt{\mu(y)} = \sum_{c \in C} 1 - \sqrt{\phi(R_A(c|y))}.$$

Then the non-parametric optimal solution for the model in case of infinite training data is:

$$q(k|y) = \frac{1 - \sqrt{\phi(R_A(k|y))}}{\sum_{c \in C} 1 - \sqrt{\phi(R_A(c|y))}}.$$

Since $1 - \sqrt{}$ is monotonically increasing the optimal solution results in the Bayes decision rule $c_L(x)$. The general form of the optimal solution is a re-weighted version of $Pr_A(k|y)$.

**Discussion** Now we discuss the implications of the non-parametric model solution of the $\alpha$-MPE criterion for decision problems based on a more general loss using the maximum posterior model-based decision rule. The correct model-based decision rule – minimizing the posterior expected loss – is too time consuming and therefore substituted with the 0-1 loss model-based decision rule – maximizing the model posterior – instead.

$$c^q_{0,1}(x) := \arg\max_{c \in C} \{q(c|x)\}. \quad (5.21)$$

Surprisingly, as shown in Section 5.2.2, the optimal non-parametric model under the $\alpha$-MPE criterion results in a monotonically increasing transformation of the posterior $Pr_A(c|x)$:

$$q(k|x) = \frac{1 - \sqrt{\phi(R_A(k|y))}}{\sum_{c \in C} 1 - \sqrt{\phi(R_A(c|y))}}. \quad (5.22)$$
Therefore the model-based maximum posterior decision rule is identical with the Bayes decision rule of the decision problem based on the more general loss:

\[ c_{0-1}^q(x) := \arg \max_{c \in C} \{ q(c|x) \} \]

\[ = \arg \max_{c \in C} \left\{ \frac{1 - \sqrt{\phi(R_A(c|y))}}{\sum_{k \in C} 1 - \sqrt{\phi(R_A(k|y))}} \right\} \]

\[ = \arg \max_{c \in C} \left\{ \frac{1 - \sqrt{\phi(R_A(c|y))}}{\sum_{k \in C} \phi(R_A(k|y))} \right\} \]

\[ = \arg \max_{c \in C} \{ \phi(R_A(c|y)) \} \]

\[ = \arg \max_{c \in C} \left\{ \frac{\phi(R_A(c|y))}{\sum_{k \in C} \phi(R_A(k|y))} \right\} \]

\[ = \arg \max_{c \in C} \{ \Pr_A(c|x) \} \]

\[ = \arg \max_{c \in C} \{ R_A(c|y) \} \]

\[ = \arg \min_{c \in C} \{ E_L(k|y) \} \]

\[ = c_L(x). \] (5.23)

So in summary, under ideal theoretical conditions of the non-parametric solution and an infinite amount of training data, the correct but time-consuming model-based decision rule – minimizing the posterior expected general loss – can be substituted with the time-efficient 0-1 loss model-based decision rule – maximizing the model posterior – instead.

What does this mean in practice? The non-parametric solution symbolizes the error optimal model, which can be learned by the model under ideal conditions. As shown in (5.22), under these conditions, the model’s solution becomes a monotonically increasing transformation of the true reward posterior \( \Pr_A(c|x) \). Therefore, as shown in (5.23), maximizing the model-based decision rule based on the 0-1 loss, i.e., choosing the most likely sentence, is identical to minimizing the Bayes decision rule based on a more general loss.

Transferring this to the case of automatic speech recognition means: By applying an error-based training criterion, e.g., the \( \alpha \)-MPE criterion, involving the more general loss, the model is trained in such a way that at test time the most probable sentence implicitly tries to minimize the posterior expected Levenshtein loss. This result confirms our initial assumption that in automatic speech recognition, error-aware training criteria shift the decision boundaries of the model to better anticipate the mismatch between the performance measure and the model-based decision rule.

**Conclusion** We widened the explicit error bounds from Section 4 to establish novel empirical training criteria. Like in Section 4 we distinguish between training criteria derived from classification error bounds for decision problems based on the 0-1 loss from Section 4.1 and training criteria derived from error bounds for decision problems based on a more general loss from Section 4.2. Each derivation of training criteria is followed by practical examples of discriminative training criteria derived for different \( f \)-Divergences and an analysis of the non-parametric solution for the optimal model for training criteria based on the power approximation. We first focused on the derivation of training criteria from classification error bounds followed by an investigation...
of training criteria derived from error bounds using a more general loss. The analysis of the non-parametric solution for the optimal model for training criteria based on a more general loss surprisingly leads to a monotonic transformation of the true reward posterior $P_{r_A}$.

5.3 Joint Work

The work in Section 5 is completely part of my individual contribution [Nußbaum-Thom & Tüske$^+$ 12, Nußbaum-Thom & Cui$^+$ 14, Nußbaum-Thom & Schlüter$^+$ 17].
6. Application to Frame-Wise Neural Network Training for Automatic Speech Recognition

In this section, we apply the empirical training criteria introduced in Section 5.1 to discriminative frame-wise training in automatic speech recognition. As introduced in Section 2.1.1 in frame-wise training, the posterior of an HMM emission state given an acoustic feature is modeled, i.e., in this section, a class is an HMM emission state given a feature observation. In the following, the model-based posterior corresponds to the softmax output layer of the neural networks.

6.1 Empirical Results for the Frame-Wise $f$-Divergence Training

This section evaluates the CE, 1-LIN, and $\alpha$-PA training criteria derived in Section 5.1.1 for frame-wise training of deep neural networks on the Babel Vietnamese and Bengali speech recognition tasks. In the following, we describe the experimental setup.

Optimization The neural networks using the novel training criteria are optimized using the SGD framework [Rumelhart & Hinton`86]. If we implement the novel criteria based on the $f$-Divergence within this framework, only the gradient of the neural network for the input layer of the softmax-layer has to be modified. The gradient optimization of other hidden layers remains unchanged as for the CE criterion. For the proposed criteria, the gradient has a canonical form:

$$\nabla F_g(q) = \sum_{n=1}^{N} g'(q(c_n|x_n))\nabla q(c_n|x_n).$$

We want to emphasize that the factor $1/g''(1)$ from Theorem 3 theoretically describes the correct weighting between different $f$-Divergence criteria because only by using these factors the corresponding bounds limit the classification error difference without bias.

Combination of Training Criteria Since a linear combination of $f$-Divergences is still an $f$-Divergence, the linear combination of the $f$-Divergence bounds and criteria results in valid bounds and training criteria along with the definition and proofs we covered so far. Furthermore, a linear combination of criteria $F_{g_1}(q), \ldots, F_{g_I}(q)$ with weights $\lambda_1, \ldots, \lambda_I \in \mathbb{R}$ comes with no (or little) additional computational cost since the optimization of the hidden layers except the last layer remains unchanged. Additional costs only occur for the frame-wise weight (at frame index $n$)

$$\sum_{i=1}^{I} \lambda_i g_i'(q(c_n|x_n))$$
on top of the standard cross-entropy derivative $\nabla q(c_n|x_n)$, which integrate efficiently using a matrix multiplication on GPUs. We ask the question: Why should a combination of criteria result in an improved model? As outlined before, the power approximation $f$-Divergence criterion discussed in Section 5.1.1 is consistent with a monotonically increasing transformation of the true posterior. In theory, during optimization, different $f$-Divergence criteria, as well as their combination, should head into a direction towards a posterior which fulfills the Bayes decision rule. Therefore, the optimum model learned with a combination of $f$-Divergence criteria should perform at least as good as a single criterion. In the next section, we try to confirm this assumption experimentally.

Figure 6.1: TER[%] progress vs. the linear combination of the 0.5-PA criterion with CE on the Bengali Babel test set.

Figure 6.2: TER[%] progress vs. factor $\alpha$ of the $\alpha$-PA criterion measured on the Bengali development set.

**Experimental Setup** We test the new training criteria on Babel Vietnamese and Bengali automatic speech recognition tasks. Both training and development sets are composed similar to the Babel tasks described in [Cui & Cui+ 13]. The Babel training and development sets for each language consist of about 20 h conversational and scripted telephony speech each. For Vietnamese, 14 h of the Babel 2013 evaluation set are available. The remaining data is still under
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non-disclosure. Overall, the data poses a good challenge to acoustic modeling in terms of spontaneous speaking style, dialect, channel, and speaker diversity.

The acoustic front-end for Vietnamese and Bengali comprises of Perceptive Linear Predictive (PLP) features. We concatenate nine consecutive frames, and use a Linear Discriminant Analysis (LDA) to reduce the dimension to 40. The Vietnamese system is speaker-independent while the Bengali uses vocal tract length normalization and speaker-adaptive training based on feature-space maximum likelihood linear regression (FMLLR) to reduce speaker variability.

The baseline acoustic model is a DNN trained using the CE criterion. The DNN consists of 5 hidden layers with 1024 nodes and 1000 output nodes and has an input dimension of 360. A layer-wise pre-training initializes the DNN. The alignments used for the training of the neural network come from alternating optimization of DNN training and realignment. The deep neural network is optimized using the mini-batch based SGD algorithm [Seide & Li+ 11, Kingsbury & Sainath+ 12], and performed efficiently using GPUs. On top of the best frame-wise trained DNN models, a Hessian-free (HF) state-wise Minimum Bayes Risk (sMBR) optimization [Kingsbury & Sainath+ 12] is applied to improve the final performance of the DNNs. Due to missing language model data, from the acoustic training data, a modified Kneser-Ney [Kneser & Ney 95] trigram for Vietnamese and bigram model for Bengali was estimated for recognition. The token error rate (TER) measures all improvements. This is the WER for language-dependent tokens instead of words.

**Experimental Results** In initial experiments, we used only single criteria to train the DNNs. It turned out, only the criteria resulting from the Lin and α-PA divergence (for small values of α) can produce comparable but slightly worse results than the CE criterion.

The next series of experiments test the linear combination using weights 1, 2, and 3 of Lin and 0.5-PA with CE. We show the TER of the baseline CE and the most successful combinations in Table 6.1. In all cases, the linear combination outperforms the CE baseline slightly but consistent. Most of the improvement using the combination also remains after sequence-based Hessian-Free sMBR training.

Table 6.1: TER[%] results for frame-wise training using the CE criterion in combination with the 0.5-PA and Lin (+1-LIN) criteria evaluated on the Vietnamese (V) and Bengali (B) test sets, followed by HF sMBR training.

<table>
<thead>
<tr>
<th>task</th>
<th>CE +HF</th>
<th>+2·0.5-PA +HF</th>
<th>+1-LIN +HF</th>
</tr>
</thead>
<tbody>
<tr>
<td>V dev</td>
<td>75.6</td>
<td>73.8</td>
<td>74.7</td>
</tr>
<tr>
<td>V eval</td>
<td>75.5</td>
<td>74.3</td>
<td>74.9</td>
</tr>
<tr>
<td>B dev</td>
<td>70.1</td>
<td>67.1</td>
<td>69.7</td>
</tr>
</tbody>
</table>

In the second series of experiments, the TER progress across different combination weights and initial learning rates of the last layer was investigated for the 0.5-PA criteria to figure out a proper weight across varying learning rates. Figure 6.1 shows the TER progress for different learning rates for combinations of weight 1, 2, and 3 between the 0.5-PA and CE criterion for the Bengali development set. We observe the same behavior for the Vietnamese development set as well. Interestingly, combination weight 2 is the ratio suggested by the factor \(1/g''(1)\) of Theorem 3 for the 0.5-PA criterion. Although the sample of this measurement is not large enough to make a real statement about this assumption, this is an exciting direction for future work.

The third series of experiments measure the TER progress for a uniform combination of the α-PA and CE criteria for different values of α = 1, 0.9, ..., 0.2, and initial learning rates of the last layer. Figure 6.2 shows the corresponding results. The combination of both criteria leads to
improved results for most of the $\alpha$ values. Furthermore, a stable interval for $\alpha$ is observable from 0.4 through 0.7.

The next section discusses two different variants of the $\alpha$-PA criterion by randomly or systematically changing the criterion throughout the training.

### 6.2 Noisy f-Divergence Criteria and Minimum f-Divergence Training

Deep neural networks have a vast number of free parameters and can learn classifiers for various problems. However, overfitting is known to be a common problem for deep neural networks. Dropout [Srivastava & Hinton + 14] is an effective and popular method to avoid overfitting. Dropout, the random dropping out of activations according to a specified rate, is a straightforward but effective method to avoid overfitting of deep neural networks to the training data.

In this section, we approach regularization from the view of the objective function by dynamically changing the objective function to avoid local minima. The underlying theory bases on the training criteria introduced in Section 5.1. A novel family of training criteria is introduced based on the f-divergence. These criteria are a generalization of the cross-entropy criterion. We introduce two regularization schemes – the first approach minimizes over a family of training criteria in order to achieve the lowest possible criterion, and the second approach randomly chooses a criterion from a family of criteria according to a Gaussian distribution.

In practical experiments on the wsj-5k corpus, the proposed schemes are successfully evaluated compared to dropout for deep neural networks and Bidirectional Gated Recurrent Units (BGRUs), both as standalone approaches and in combination with dropout.

**A Family of Discriminative Training Criteria based on the f-Divergence**

The power approximation ($\alpha$-PA) training criterion associated with the function $g(u) = (1 - u^\alpha)$ and $g''(1) = 1 - \alpha$ fulfills the above conditions and results in

$$F_{g_{\alpha}-PA}(q) = \frac{1}{N} \sum_{n=1}^{N} \frac{(1 - q^n(c_n|x_n))}{\alpha(1 - \alpha)}.$$  \hspace{1cm} (6.1)

For $\alpha \to 0$ the power approximation converges to the logarithm $-\log(q) = \lim_{\alpha \to 0} \frac{1 - u^\alpha}{\alpha}$, while the corresponding $f$-Divergence converges to the Kullback-Leibler $f$-Divergence, and the criterion converges to the cross-entropy criterion.

$$F_{g_{KL}}(q) = F_{CE}(q) = -\frac{1}{N} \sum_{n=1}^{N} \log q(c_n|x_n)$$ \hspace{1cm} (6.2)

As convex functions are closed under addition, this is also valid for the corresponding $f$-Divergences and derived training criteria.

In the next section, we introduce the minimum power approximation training criterion, which minimizes over $\alpha$ to derive a smaller bound, and therefore a better training criterion.

**Minimum Conjugate Power Approximation**

All training criteria are derived according to the scheme from Section 5.1 from a classification error bound on the classification error difference presented in Section 4.1. By choosing a tighter bound we can expect a better training criterion. According to this argument, Figure 6.3 shows that for different model posteriors, different $\alpha$-PA criteria are minimal. Therefore, by minimizing the corresponding $\alpha$-PA classification error bound over $\alpha$ will result in a tighter bound. The corresponding training criteria for a sample or...
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Figure 6.3: Function $\frac{1}{\alpha} (1 - q^\alpha(c_n|x_n))$ corresponding to one sample of the $\alpha$-PA criterion which converges to the cross-entropy criterion for $\alpha \rightarrow 0$.

For practical purposes, we have included a parameter $\beta \in [0,1]$ to limit the choice of $\alpha$. The practical implementation uses a golden section search for the minimal $\alpha$ within the interval $[0, \beta]$.

The next section introduces the other proposed approach of noisy objective functions which chooses the parameter $\alpha$ randomly drawn according to a Gaussian distribution.

**Noisy Objective Function** In this section, we introduce the noisy power approximation criterion. By randomly choosing the parameter $\alpha \sim \mathcal{N}(\mu, \sigma^2)$ according to a Gaussian distribution with specific mean $\mu$ and variance $\sigma^2$ the resulting training criterion should be less sensitive to local minima. Therefore, this method is suitable for regularization towards a better local optimum.
The resulting training criterion randomly chooses $\alpha$ either per sample or batch-wise

$$F_{\text{RAND-SAMP-PA}, \mu, \sigma^2}(q) = \frac{1}{N} \sum_{n=1}^{N} \text{rand}_{\alpha \sim \mathcal{N}(\mu, \sigma^2)} \left\{ \frac{(1 - q^\alpha(c_n | x_n))}{\alpha(1 - \alpha)} \right\},$$

and

$$F_{\text{RAND-BATCH-PA}, \mu, \sigma^2}(q) = \text{rand}_{\alpha \sim \mathcal{N}(\mu, \sigma^2)} \left\{ \frac{1}{N} \sum_{n=1}^{N} (1 - q^\alpha(c_n | x_n)) \right\}.$$

**Experimental Setup** The Gaussian mixture Hidden Markov Model (GHMM) baseline recognition system for wsj0 uses 1500 generalized triphone states, which were top-down clustered using a decision tree, plus one silence state. We show the corpus statistics for wsj0 in Table 6.2. Gaussian mixture distributions with a total of about 200k densities model the emission probabilities. The raw acoustic features are 19-dimensional PLP features. Temporal context is included by splicing nine successive frames of PLP features into super-vectors, then projecting to forty dimensions using linear discriminant analysis (LDA). The recognizer utilizes a 5k lexicon and trigram language model for testing on the wsj0 corpus.

All neural network experiments use an acoustic front-end that comprises 40 Log-Mel features augmented with delta and double delta. We evaluate the neural networks as hybrid acoustic models for automatic speech recognition. On many tasks, more complex Long Short-Term Memory (LSTM) RNNs [Graves & Jaitly+ 13, Sak & Senior+ 14] outperformed simple recurrent neural networks (RNNs) and DNNs. The Gated Recurrent Unit (GRU) recently introduced in [Cho & Van Merriënoor+ 14] has a structure similar to the LSTM. The GRU makes each recurrent unit to capture dependencies of different time scales. Similarly to the LSTM unit, the GRU has gating units that modulate the flow of information inside the unit, however, without having a separate memory cell. Interestingly, the studies in [Chung & Gûlçehre+ 14, Józefowicz & Zaremba+ 15] indicate that the GRU matches the LSTM performance. GRUs also consume a smaller number of parameters compared to LSTMs for the same hidden layer size due to a smaller gating mechanism and missing peepholes. In initial experiments, we verified that BGRUs matched the performance of bidirectional LSTMs for automatic speech recognition and decided to use BGRUs in the remaining experiments. Due to these arguments, we decided in our experiments to use GRUs instead of LSTMs.

We trained DNNs and BGRUs using the architectures and recipes described in [Nußbaum-Thom & Cui+ 16b].

**Experimental Results** This section describes the result of a series of experiments that combine and compare different training criteria. In the following, we use the notation $A+B$ in case criterion $A$ is combined with criterion $B$, i.e., the training uses $(A+B)/2$ effectively. Since the addition of multiple $f$-Divergences remains an $f$-Divergence, the training criteria derived here still come from error bounds based on the $f$-Divergence, as $f$-Divergences are closed under addition. We choose in the subsequent experiments, the best model according to the best WER on the dev corpus. As a contrastive result, the overall best model on the eval corpus achieves a WER of 1.9%. This model is a BGRU with dropout 0.1 and trained using the CE+RAND-SAMP-PA criterion. This model, however, achieves a WER of 2.6% on the dev corpus.
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Table 6.3: The WER[%] as a function of different training criteria working as a regularization scheme for DNN, BGRU and BGRU(0.1) (BGRU with dropout rate 0.1) model on the wsj0 test corpora.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>CRITERION</th>
<th>WER[%] DEV</th>
<th>WER[%] EVAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>CE</td>
<td>3.1</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>MIN-SAMP-PA</td>
<td>3.0</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>CE+MIN-SAMP-PA</td>
<td>2.9</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>MIN-BATCH-PA</td>
<td>3.1</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>CE+MIN-BATCH-PA</td>
<td>3.1</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>RAND-SAMP-PA</td>
<td>3.0</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>CE+RAND-SAMP-PA</td>
<td>2.9</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>RAND-BATCH-PA</td>
<td>2.9</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>CE+RAND-BATCH-PA</td>
<td>2.9</td>
<td>3.1</td>
</tr>
<tr>
<td>BGRU</td>
<td>CE</td>
<td>2.6</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>MIN-SAMP-PA</td>
<td>2.7</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>CE+MIN-SAMP-PA</td>
<td>2.7</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>MIN-BATCH-PA</td>
<td>2.7</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>CE+MIN-BATCH-PA</td>
<td>2.7</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>RAND-SAMP-PA</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>CE+RAND-SAMP-PA</td>
<td>2.6</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>RAND-BATCH-PA</td>
<td>2.5</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>CE+RAND-BATCH-PA</td>
<td>2.5</td>
<td>2.2</td>
</tr>
<tr>
<td>BGRU(0.1)</td>
<td>CE</td>
<td>2.6</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>MIN-SAMP-PA</td>
<td>2.6</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>CE+MIN-SAMP-PA</td>
<td>2.7</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>MIN-BATCH-PA</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>CE+MIN-BATCH-PA</td>
<td>2.7</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>RAND-SAMP-PA</td>
<td>2.6</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>CE+RAND-SAMP-PA</td>
<td>2.6</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>RAND-BATCH-PA</td>
<td>2.5</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>CE+RAND-BATCH-PA</td>
<td>2.5</td>
<td>2.2</td>
</tr>
</tbody>
</table>

In initial experiments, we first trained the DNNs using the CE, PA, and CE+$\alpha$-PA for $\alpha \in \{0.001, 0.01, 0.1, 0.2, 0.3, 0.4\}$. The baseline CE criterion using the DNN model results in a WER of 3.1% on the dev corpus, and 3.3% on the eval corpus.

Figure 6.4 shows the result for the $\alpha$-PA criterion compared to the CE criterion only. We omitted the CE+$\alpha$-PA criterion since it had a similar performance.

By choosing the optimal $\alpha$ according to the WER on the dev corpus, a small improvement over the CE criterion is achievable while leading to a WER degradation on the eval corpus. For slightly different $\alpha \in \{0.01, 0.1\}$, the eval performance is better than the baseline CE criterion. The evaluation of the MIN-PA and CE+MIN-PA criterion minimized on a sample or batch-wise, without restriction on $\beta$ (i.e., $\beta = 1$), results in a WER ranging from 3.7 to 4.0. This setup does slightly worse than the CE baseline criterion. The analysis of these results, and with Figure 6.3 in mind, where the CE criterion is lower-bounded by $\alpha$-PA for smaller values of $\alpha$, suggests a different strategy – a smaller $\alpha$ close to zero can achieve a better criterion. Therefore, in the next set of experiments, $\alpha$ is constrained to smaller values either by choosing a small $\beta$ or choosing a smaller mean and variance.

In the next set of experiments, we apply dropout to the intermediate layer outputs for DNNs and BGRUs using the dropout rates $\{0, 0.01, 0.1, 0.2, 0.3, 0.4, 0.5\}$. For BGRUs, we also found it useful to apply the same dropout rate to the weights simultaneously. Dropout did not help for DNNs. However, for BGRUs the best dropout rate is 0.1, which reduced the WER on the dev
Figure 6.4: The WER[\%] as a function of the parameter $\alpha$ of the $\alpha$-PA criterion trained using DNN models.

corpus only slightly by a couple of error counts, but reduced the WER on the eval corpus from 2.4 to 2.3.

In the next set of experiments, we train DNN and BGRU models with a variety of combined criteria where the choice for $\alpha$ is constrained to values close to zero. We trained for $\beta \in \{10^{-i} | i \in \{1, 2, 3, 4, 5\}\}$ the DNN and BGRU models using the following criteria

- MIN-SAMP-PA,
- CE+MIN-SAMP-PA,
- MIN-BATCH-PA,
- and CE+MIN-BATCH-PA.

Also for $\mu \in \{10^{-i} | i \in \{1, 2, 3, 4, 5, 6\}\}$ and $\sigma^2 \in \{10^{-i} | i \in \{1, 2, 3, 4, 5, 6\}\}$ the DNN and BGRU models are trained using the following criteria

- RAND-SAMP-PA,
- CE+RAND-SAMP-PA,
- RAND-BATCH-PA,
- and CE+RAND-BATCH-PA.

Figures 6.5 and 6.6 show the WER curve of the CE+MIN-SAMP-PA criterion and the CE+RAND-SAMP-PA criterion for BGRU models with dropout 0.1, respectively.

Table 6.3 shows the result of different training criteria combinations for the various models. We highlighted the best results. In summary, using the combined CE+MIN-SAMP-PA, CE+MIN-BATCH-PA, CE+RAND-SAMP-PA, CE+RAND-BATCH-PA criteria for both DNN and BGRU models, result in a similar or lower WER on the dev corpus, and a 0.2-0.4% WER improvement on the eval corpus. The combination of the new criteria with cross-entropy results in a 9-16% relative improvement on the eval corpus. For BGRU models, the influence of dropout in
6.2 Noisy $f$-Divergence Criteria and Minimum $f$-Divergence Training

Figure 6.5: The WER[\%] as a function of the constraint $\beta$ for the CE+MIN-SAMP-PA criterion for BGRU models with dropout 0.1 on the \textsc{wsj0} test corpora.

Figure 6.6: The WER[\%] as a function of the variance $\sigma^2$ for the CE+RAND-SAMP-PA criterion with $\mu = 10^{-6}$ for BGRU models with dropout 0.1 on the \textsc{wsj0} test corpora.

combination with the novel criteria has no major impact on the WER. However, we observed a small negative impact on the WER in cases where the combination does not include the CE criterion. Overall, the randomized criteria CE+RAND-SAMP-PA, and CE+RAND-BATCH-PA perform more stably than the other criteria.

**Conclusion** Two novel regularization techniques were introduced based on new training criteria. Following a principled approach, we derived training criteria from $f$-Divergence bounds on the classification error difference between the model-based and Bayes decision rule. The first
technique minimizes over this family of training criteria. These criteria continuously change the functional form of the training criterion to avoid early local minima. The second technique dynamically changes the objective function by randomly drawing from a family of criteria according to a Gaussian distribution, which also avoids local minima. Both techniques successfully showed a WER improvement over the cross-entropy baseline criterion when tested in practical experiments on the WSJ-5K corpus for deep neural networks and bidirectional gated recurrent units, both in standalone implementations and in combination with dropout.

6.3 Joint Work

I modified these baseline systems to conduct the experiments for frame-wise training criteria. The main setups, baseline systems, theoretical derivations, and experiments are my individual contribution [Nußbaum-Thom & Tüske+ 12, Nußbaum-Thom & Cui+ 14, Nußbaum-Thom & Schlüter+ 17]. The IBM Babel speech team at the IBM Watson Yorktown Heights Research Center built the Babel baseline systems used in the experiments in Section 6.1. From the IBM Watson team, Xiaodong Cui, Jia Cui, Bhuvana Ramanabhadran, and Brian Kingsbury were highly involved in building the baselines.
7. Application to Sequence Training for Automatic Speech Recognition

This section is dedicated to discriminative sequence training, as introduced in Section 2.1. In the case of sequence training a class \( c \in C \) corresponds to a word sequence \( w_1^N \) and an observation \( x \in X \) corresponds to a feature sequence \( x^T \).

We evaluate the WMMI and \( \alpha \)-MPE training criteria from Section 5.2.1 for sequence-based training of Log-Linear Models on the TIMIT speech recognition task. If \( \alpha \to 1 \), the \( \alpha \)-MPE criterion approaches the MPE criterion.

\[
F_{\alpha \text{-MPE}}(q) = \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) q^\alpha(c|x_n).
\]

(\( \alpha \)-MPE)

If \( \alpha \to 0 \), the \( \alpha \)-MPE criterion approaches the WMMI criterion:

\[
F_{\text{WMMI}}(q) = -\frac{1}{N} \sum_{n=1}^{N} \sum_{c \in C} A(c_n, c) \log q(c|x_n).
\]

(WMMI)

The \( \alpha \)-MPE and WMMI criteria are evaluated with Log-Linear Mixture models.

7.1 Log-Linear Mixture Model

For automatic speech recognition, the classes \( c \) correspond to word sequences \( w_1^N = w_1, \ldots, w_N \). The notation of the corresponding HMM state sequences and features is \( s^T_1 = s_1, \ldots, s_T \) and \( x^T_1 = x_1, \ldots, x_T \). We choose the frame-wise phone accuracy [Gibson 08] as accuracy. As demanded by (4.16), this accuracy leads to a positive expected reward. We formulate the model-based posterior involving HMMs by

\[
q(w_1^N|x^T_1) = \sum_{s^T_1:w_1^N} \frac{[q(x^T_1, s^T_1, w_1^N)]^\gamma}{Z(x^T_1 | \gamma)}
\]

with the posterior re-normalization \( Z(x^T_1 | \gamma) \) and the posterior scale \( \gamma \). Given the vector representation of feature functions \( f(x^T_1, s^T_1) \) and parameter set \( \Lambda = \{ \lambda \} \), the choice

\[
q(x^T_1, s^T_1, w_1^N) = q(w_1^N) \exp (\lambda^T f(x^T_1, s^T_1))
\]

results in a log-linear posterior model. In order to avoid over-fitting, an \( \ell_2 \) regularization is used, centered around the generative maximum likelihood Gaussian mixture model. Only first-order features \( f_{t,s,d}(x^T_1, s^T_1) = \delta(s, s_t)x_{t,d} \) are used in combination with zeroth-order features defined similarly. The training criteria are optimized using the gradient-based procedure using RPROP in a transducer-based framework.
7.2 Transducer-Based Framework Implementation

This section discusses the efficient calculation of the gradient of the $\alpha$-MPE criterion by extending the Eisner expectation semiring [Eisner 01]. We implemented all criteria in the transducer-based framework of [Heigold & Deselaers+ 08, Heigold 10]. We start with an extension of the expectation semiring, which then calculates the gradient of the $\alpha$-MPE and WMMI criterion.

$\alpha$-scaled expectation semiring: The $\alpha$-scaled expectation semiring is a multiplex semiring with weights $(p, v) \in \mathbb{R}^+ \times \mathbb{R}$, and

- $(p_1, v_1) \oplus (p_2, v_2) = (p_1 + p_2, v_1 + v_2)$,
- $(p_1, v_1) \otimes (p_2, v_2) = (p_1 p_2, p_1^\alpha v_2 + v_1 p_2^\alpha)$, and
- $1 = (1, 0), \overline{0} = (0, 0)$.

In addition, the inverse is defined to be $\text{inv} (p, v) = (p^{-1}, -vp^{-2\alpha})$. In terms of notations and definitions, we stick to [Heigold & Deselaers+ 08]. In particular, the expectation transducer is denoted by $R_{\text{P}}[Z]$ for random variable $Z$ and the probabilistic transducer $\mathcal{P}$. The expectation can be calculated by forward potentials $\alpha_q$ and backward potentials $\beta_q$ at the state $q$ (here $q_0$ denotes the initial state). The gradient computations of the $\alpha$-MPE and WMMI objective functions base on this multiplex semiring.

7.3 Gradient of the Objective Function

Let $\mathcal{P}$ be the word lattice with the joint probabilities $p_{\text{A}}(x_T^1, s_T^1, w^N_1)$. This lattice is an acyclic transducer with probability semiring. The transducer $\mathcal{A}$ is the accuracy transducer corresponding to $\mathcal{P}$, having the same topology but different weights. Define transducer $Z$ with the $\alpha$-scaled expectation semiring and assign the weights $w_{\text{Z}}[a] = (w_{\text{P}}[a], w_{\text{P}}[a] w_{\text{A}}[a])$ to the arcs. Then, the gradient of the $\alpha$-MPE criterion can be calculated by:

$$\nabla F_{\alpha\text{-MPE}}(\Lambda) = \sum_{e \in \mathcal{P}} w_e \nabla \log p[e] \cdot \left( \frac{w_{E_{\text{P}}[Z]}[e][v]}{\beta_{q_0}^{1+\alpha}[p]} - \frac{w_{E_{\text{P}}[Z]}[e][p] \beta_{q_0}[v]}{\beta_{q_0}^{1+\alpha}[p]} \right).$$

Furthermore, if $\alpha \to 0$, the $\alpha$-MPE gradient converges to the gradient of the WMMI criterion.

7.4 Experimental Setup

We test the criteria on the TIMIT phone recognition task. Table 7.1 presents the corpus statistics.

<table>
<thead>
<tr>
<th>Task</th>
<th>Corpus</th>
<th>Data [h]</th>
<th># Run. Words</th>
<th>Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIMIT Train</td>
<td>3.14</td>
<td>30 k</td>
<td>1 M</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>0.16</td>
<td>1.5 k</td>
<td>100 k</td>
<td></td>
</tr>
</tbody>
</table>

The acoustic front-end comprises 16 MFCC features. We concatenate feature vectors from nine consecutive frames, and a Linear Discriminant Analysis (LDA) is used to reduce the dimension to 33. At training time, the recognizer using the baseline GMM system using a unigram language model, acting as a weak margin, generated the word-conditioned lattices for discriminative
training. The language model scale $\gamma$ during training was tuned on a hold-out set and kept fixed during training. The log-linear models were initialized with the ML model and trained with a gradient descent method using the RProp algorithm. We chose the regularization and margin to the point where the WER started to increase rapidly. The GHMM baseline recognition system for TIMIT uses 114 mono phone states plus one silence state. We also use phoneme folding [Lee & Hon 89]. GMM models the emission probabilities with a total of about 20k densities, all sharing a single diagonal covariance matrix. The recognition uses a trigram phoneme language model.

7.5 Experimental Results

![Figure 7.1: WER progress of the $\alpha$-MPE criterion for different $\alpha$ values on the TIMIT test set.](image)

**Table 7.2:** WER [%] results for the ML and modified criteria on the TIMIT test set.

<table>
<thead>
<tr>
<th>criterion</th>
<th>ML</th>
<th>MMI</th>
<th>MPE</th>
<th>WMMI</th>
<th>0.6-MPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32.0</td>
<td>30.6</td>
<td>30.6</td>
<td>31.7</td>
<td>30.1</td>
</tr>
</tbody>
</table>

The experimental results in Table 7.2 indicate that the WMMI gives some improvement but performs worse than the MMI and MPE criteria on TIMIT. Both the MMI and MPE show a relative improvement of 5%. At the same time, the 0.6-MPE criterion performs even better than the modified MPE criterion with a relative improvement of 6%. We expected these results since MPE is identical to the 1.0-MPE criterion, which is a stable numerical approximation of the WMMI criterion. The WER progress of the $\alpha$-MPE criteria in Figure 7.1 also confirms this result: The 0.6-MPE and 0.8-MPE criteria perform noticeably better than MPE. However, the 0.4-MPE criterion performs worse, probably because $\alpha = 0.4$ is closer to the numerically more unstable WMMI criterion with $\alpha = 0$. 
Conclusion  We introduced new error bounds on the global error mismatch. These bounds yield new discriminative training criteria based on a more general loss function similar to the Levenshtein distance in the case of ASR. Besides, the posterior-scaled MPE criterion, which is an approximation to one of the proposed criteria, was presented. This connection to global error bounds gives a better theoretical justification on the superior performance of the MPE criterion for the first time.

We discussed the implementation of the posterior-scaled MPE criterion in a transducer-based framework via a small modification of the Eisner expectation semiring. Experiments compared the posterior-scaled MPE criterion to other discriminative training criteria on an ASR task. Theoretical results were confirmed and they show that the posterior-scaled MPE criterion performs better than the state-of-the-art MPE criterion.

7.6 Joint Work

The work in this section builds on G. Heigold’s transducer-based framework for sequence training of log-linear models [Heigold & Deselaers+ 08, Heigold 10]. Zoltan Tüske built the TIMIT baseline system. I solely built the WSJ baseline. I conducted all the experiments in this section.
In this section, we present the results of our participation in the international QUAERO automatic speech recognition evaluation campaign from 2009 through 2013. The competing teams in this evaluation campaign were the University of Karlsruhe (UKA) and Laboratoire d’Informatique pour la Mecanique et les Sciences de l’Ingenieur (LIMSI). Quaero is a large vocabulary task with a focus on transcribing web data. The data includes speech types like web data, European Parliament plenary sessions and Broadcast Conversation (BC), Broadcast News (BN), cooking sessions, interviews, and talk-shows. Recognition on the data is challenging because of considerable variability in the acoustic conditions, and a large portion includes spontaneous speech.

A particular challenge is that the project provided almost no in-domain training data, and the test data contains a large variety of speech types. German development and evaluation data sum up to 12 hours in 2009 and 50 hours in the remaining time of the project. Another challenge is that a training-testing-mismatch exists since only a small amount of official training data is available from the test domain.

Overall, the RWTH participated in this project for German with the best or competitive results. The novel RWTH segmenter determines the segmentation of an audio stream based on a log-linear segment model [Rybach & Gollan + 09]. As described in [Hoffmeister & Plahl + 07, Lööf & Gollan + 07], the German systems consist of several subsystems, that differ in the features or the language models used. We used a four or five pass strategy with a 4-gram decoder in the different phases of the evaluation campaign. We apply a fast Vocal Tract Length Normalization (VTLN) in the first pass, Constrained Maximum Likelihood Linear Regression (CMLLR), and Maximum Likelihood Linear Regression (MLLR) in the second pass. Depending on the system, either language model rescoring or cross-adaptation is applied. Finally, we combine all subsystems by a confusion network system combination. Contributing to the enhancements in different years of the evaluation phase are the systematic use of hierarchical neural network based posterior features, system combination, speaker adaptation, cross speaker adaptation, and the usage of additional training data.

The sections organize as follows: In Section 8.1 we describe our training data, the creation of the lexica, and the language modeling. Next, in Section 8.2, the acoustic models, speaker normalization, and adaptation techniques are presented. Section 8.3 describes the Log-Linear model segmenter, Section 8.4 and Section 8.5 describe exemplarily the system development in 2009 and 2010. The remaining years use more refined versions of the 2009 and 2010 systems. Finally, Section 8.6 describes the evaluation results of all teams throughout the project.

8.1 Language Resources

The development and evaluation data of the QUAERO evaluation campaign consist of data from three domains. While the majority of the data is from the web (WEB) data, or broadcast news, some European Parliament plenary sessions (EPPS) are also covered. The evaluation proceeded
in an open condition, where all the training data before 2008 is allowed. Furthermore, in-domain training data is provided for German.

8.1.1 Training Data

The project provided different amounts of transcribed in-domain training data throughout the years of the evaluation campaign. While in the 2008 dry-run, no data were provided in 2009, the WEB08 and EPPS09 corpus and in 2010 the QUAERO-AM-09 corpus were made available to all partners for system development for the remaining time. As shown in Table 8.1, the WEB08 corpus covers podcast data from various domains like comedy, seminar, report, and interview, whereas the EPPS08 corpus consists of speeches from the European Parliament only.

Table 8.1: In-domain transcribed audio data for German.

<table>
<thead>
<tr>
<th>corpus</th>
<th>duration [h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>WEB08</td>
<td>14</td>
</tr>
<tr>
<td>EPPS08</td>
<td>5</td>
</tr>
<tr>
<td>QUAERO-AM-09 (⊇ WEB08 + EPPS08)</td>
<td>50</td>
</tr>
</tbody>
</table>

Due to the small amount of in-domain training data, we also use common training data, which is summarized in Table 8.2 and considers the cut-off date.

Table 8.2: Additional transcribed audio data for the German system available for acoustic modeling.

<table>
<thead>
<tr>
<th>corpus</th>
<th>duration [h]</th>
<th># segments</th>
<th># running words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verbmobil</td>
<td>63</td>
<td>36440</td>
<td>736,058</td>
</tr>
<tr>
<td>WDR</td>
<td>79</td>
<td>42011</td>
<td>625,018</td>
</tr>
<tr>
<td>Report Mainz</td>
<td>11</td>
<td>8928</td>
<td>100,641</td>
</tr>
<tr>
<td>Zeit</td>
<td>171.5</td>
<td>329384</td>
<td>2,500,866</td>
</tr>
</tbody>
</table>

The Verbmobil corpus recorded in the Verbmobil project consists of dialogues for travel appointments [Kanthak & Sixtus+ 00]. In contrast, the audio material of the WDR and Report Mainz corpora is from the BN domain [Macherey & Ney 02]. Furthermore, RWTH has downloaded read articles from the newspaper Zeit for which almost correct transcripts are available. A reasonable segmentation is generated by aligning the transcripts to the audio data. Segment boundaries are introduced on silence chunks not shorter than 35 seconds.

8.1.2 Lexicon Modeling

The recognition vocabulary is derived from the text data described in Table 8.3. The text data is cleaned up and normalized by a manually defined set of rules and semi-automatic methods. While in the years 2008 and 2009 the lexicon consisted of most frequent 100k words, in the remaining years either the most 300k or a sub-lexical approach was used. This is described in more detail in Section 8.1.3. For words, where no pronunciation has been available, the pronunciations are generated by the statistical grapheme-to-phoneme (g2p) conversion toolkit [Bisani & Ney 08]. The source pronunciations for German are obtained from the German LC-STAR lexicon.

8.1.3 Language Modeling

Based on the available training data, 4-gram language models (LMs) were estimated using [Stolcke 02], smoothed by the Modified Kneser-Ney method. We partitioned the LM data into blocks,
8.2 Acoustic Modeling

Table 8.3: Language model training data

<table>
<thead>
<tr>
<th>Corpus</th>
<th># running words</th>
<th>type</th>
</tr>
</thead>
<tbody>
<tr>
<td>QUAERO-LM-2010</td>
<td>228 M</td>
<td>blog+news</td>
</tr>
<tr>
<td>TAZ</td>
<td>151M</td>
<td>news</td>
</tr>
<tr>
<td>German-news</td>
<td>155M</td>
<td>news</td>
</tr>
<tr>
<td>transcriptions</td>
<td>0.5 M</td>
<td>BC+BN</td>
</tr>
</tbody>
</table>

estimating \(n\)-gram probabilities for each block individually. Then the LMs were linearly interpolated while optimizing the perplexity on a holdout data set.

Table 8.3 gives an overview of the training material that was used. From the 2010 evaluation onwards, substantial amounts of in-domain text data downloaded from web blogs were distributed to all participants.

A wide lexical variety is characteristic for the German language, as a large number of distinct lexical forms can be generated by derivation, compounding, and inflection. For this reason, an alternative LM approach based on word decomposition into sub-lexical fragments was investigated from 2010 on to reduce OOV rates and minimize perplexity. This method was shown to have good performance in Arabic, which also is a morphologically rich language.

Words were decomposed using a statistical data-driven tool. Then a standard \(n\)-gram LM was estimated on the decomposed text. To prevent confusion between the most important German words and other less-frequent fragments, the most frequent decomposable words were excluded from decomposition as proposed in [El-Desoky Mousa & Gollan + 09]. In spite of the huge vocabulary size for German (300 K), the OOV rate was still at 1.13 %.

8.2 Acoustic Modeling

The German systems is composed of several subsystems that use either MFCC or PLP as base features. For each feature type, a segment-wise mean and variance normalization is applied and fed into a sliding window of length nine. All feature vectors in the window are concatenated and projected to a 45-dimensional feature space by applying linear discriminant analysis. The feature vector is augmented with a voicedness feature and phone posterior features, estimated using a multilayer perceptron. The hierarchical neural network (HMRASTA) is trained using the phonemes of the given language based on MRASTA features [Valente & Hermansky 08, Plahl & Schlüter + 10], as estimated on a phone alignment. The dimensionality of the phone posterior features is reduced using a principal component analysis.

For the sake of simplicity, we will refer to the MFCC augmented by a voicedness and MLP features as MFCC+voiced+MLPs and PLP as PLP+voiced+MLP features later on.

Acoustic models for all systems are across word triphone left-to-right hidden markov models based on Gaussian mixtures with the globally pooled diagonal covariance matrix. The system uses a 3-state HMM. A number of 4500 generalized triphone states define our HMM states. The baseline acoustic models (AMs) are trained using maximum likelihood (ML)/Viterbi on the available training data. The resulting models comprise about 1M Gaussians with a globally pooled covariance matrix.

8.2.1 Speaker Normalization and Adaptation

All systems use the same approach for speaker normalization and adaptation. Vocal Tract Length Normalization (VTLN) is applied to the filterbank within the MFCC or PLP extraction both in training and testing. In recognition a fast one pass VTLN approach is used, where the
warping factor is estimated using a Gaussian mixture classifier, trained on the acoustic training corpora.

Speaker adaptive training (SAT) based on Constrained Maximum Likelihood Linear Regression (CMLLR) [Gales 98] is applied to compensate for speaker variation in both training and testing. For the German system, the Maximum Likelihood Linear Regression (MLLR) is applied to the means of the Gaussian mixtures during recognition.

Both CMLLR and MLLR are text-dependent and need a two-pass setup. They are carried out in a speaker-dependent manner, and no speaker identities are provided in the evaluation, as a consequence an automatic speaker labeling is performed. To provide a speaker labeling for SAT, a generalized likelihood ratio based segment clustering with a Bayesian information criterion-based stopping condition is applied to the segmented training and recognition corpus [Chen & Gopalakrishnan 98]. In the third pass, the subsystems are cross-adapted to each other.

8.2.2 MLP features

Showing significant improvements, MLP features for acoustic modeling have attracted much attention during the last years. Considerable effort has been spent on improving the input features of the neural networks as well as on optimizing the network topology itself.

The neural networks were trained by feeding the Multi-resolution RASTA (MRASTA) features as inputs and the phone-posterior probabilities, computed by a forced alignment of the acoustic training data, as desired outputs. As the last step, the MLP features were decorrelated by a PCA transformation. This also allows an additional dimensionality reduction in the case of the H-MLPs. Table 8.4 lists the different MLP feature types and the corresponding acoustic data that were used for training.

Subsystems also improved when MLP features across languages (though estimated on different phone sets) were exchanged. This property, first reported in [Stolcke & yuh Hwang+ 06], was made use of to increase subsystem variability.

8.2.3 Discriminative training

To sharpen acoustic models, discriminative training was applied. Lattices were computed using the current best acoustic models where only a unigram language model was used to avoid over-fitting. Based on these lattices the MPE training criterion was optimized [Povey & Woodland 02b].

8.3 Segmentation

The audio segmentation of the RWTH system makes use of a log-linear classifier that decides if a time frame corresponds to a segment boundary or not. The features for the log-linear model were chosen as to cover, e.g., the variability of the acoustic signal, the speaker homogeneity.

Also, the set of log-linear features was augmented by information obtained by a one-pass recognition on the unsegmented audio data. This includes the number of words within a segment as well as the time stamps of sentence boundary tokens hypothesized by the recognizer.
Finally, an HMM-based classifier was used to detect speech/non-speech, music, and noise segments. From this information additional features were derived and included in the log-linear segment boundary classifier. Further details on the RWTH segmentation software can be found in [Rybach & Gollan + 09].

We adapted the segmenter to the BC+BN task using the German Quaero acoustic training data. By filtering the audio data for non-speech parts, 9.5 h were retained for training the HMM-based classifier.

8.4 System Development in 2009

All German AMs are trained on the WEB08, and EPPS09 data mentioned in Tables 8.1 and 8.2. The German system is subdivided into two subsystems. The main difference of these two subsystems originates from the features used to train the systems. The German subsystem g1 utilizes an MFCC+voiced+MLP, whereas the subsystem g2 uses a PLP+voiced+MLP front-end. Both subsystems use the same language model, which was estimated on the text data described in Table 8.3. Table 8.5 gives the data, a number of running words, vocabulary size, perplexities of the final LMs, and OOV rates on the German dev09 and eval09 data sets.

<table>
<thead>
<tr>
<th>corpus</th>
<th>dev09</th>
<th>eval09</th>
</tr>
</thead>
<tbody>
<tr>
<td>domain</td>
<td>web</td>
<td>BN</td>
</tr>
<tr>
<td>dur. [h]</td>
<td>7.4</td>
<td>0.0</td>
</tr>
<tr>
<td>run. wrds</td>
<td>68k</td>
<td>36k</td>
</tr>
<tr>
<td>vocab</td>
<td>10k</td>
<td>6k</td>
</tr>
<tr>
<td>PP</td>
<td>394</td>
<td>353</td>
</tr>
<tr>
<td>OOV [%]</td>
<td>5.0</td>
<td>4.79</td>
</tr>
</tbody>
</table>

8.4.1 Recognition Setup

For all languages and AMs, the first pass is realized by a 4-gram Viterbi decoder using a fast-VTLN normalization. In the second pass, a SAT/CMLLR recognition is applied where the statistics for adaptation are collected from the first pass output. The German system also uses MLLR. Figure 8.1 shows the framework for the German system.

```latex
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8_1.png}
\caption{Schematic diagram of the decoding framework for German.}
\end{figure}
```

The German subsystems are cross adapted to each other in the third pass. In the last pass, the German subsystems are combined using system combination.
8.4.2 Experiments

For parameter optimization, the 2009 development sets are used. Statistics are given in Table 8.5. Table 8.6 summarizes the recognition results for the methods applied in the 2009 evaluation for German on dev09 and eval09 sets. The recognition results of the previous year’s baseline system are also given, for comparison.

The German system achieves a significant improvement compared to the baseline system. The baseline system is the second pass of system g1 without the use of MLP features and the acoustic training data from the WEB08, EPPS08, and the Zeit corpora. The application of MLP features and additional audio data leads to an improvement of 26.1% WER relative on dev09 and 31.1% WER relative on eval09, compared to the baseline system. However, due to the use of additional training data, the gain of the MLP features is not separable, and it seems that the improvements are too promising because of a not well-tuned baseline system. Cross-adaptation and system combination give only a small improvement, probably due to the small number of subsystems which is cross adapted and combined.

Table 8.6: Results on the German dev09 and eval09 corpus.

<table>
<thead>
<tr>
<th>corpus</th>
<th>dev09</th>
<th>eval09</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>44.0</td>
<td>-</td>
</tr>
<tr>
<td>subsystem g1</td>
<td>37.7</td>
<td></td>
</tr>
<tr>
<td>fast-VTLN+MLP</td>
<td>34.9</td>
<td>34.2</td>
</tr>
<tr>
<td>+SAT/CMLLR+MLLR</td>
<td>34.6</td>
<td>30.5</td>
</tr>
<tr>
<td>+cross-adaptation</td>
<td>34.3</td>
<td>30.5</td>
</tr>
<tr>
<td>+combination</td>
<td>33.3</td>
<td>30.0</td>
</tr>
</tbody>
</table>

8.5 System Development in 2010

The recognition of broadcast conversation data also necessitates updated and improved pronunciation lexica, as speakers tend to pronounce words less carefully in conversational speech. This problem was addressed by introducing automatically generated pronunciation variants into the training lexicon. A large number of pronunciation variants were derived from those systematically found in the baseline lexicon by the deletion of phonemes. After computing a forced alignment using the updated lexicon, only those pronunciations were retained for future training and recognition that were seen in training at least a certain number of times. By this technique, the WER was reduced from 21.4% by 0.4% absolute.

8.5.1 Recognition setup

The RWTH systems rely on five subsequent recognition passes, as depicted in Figure 8.2. In an initial unadapted pass, a first transcription was obtained, which formed the basis for the second, CMLLR-adapted recognition pass.

The resulting transcriptions then were exchanged between subsystems for cross-adaptation, leading to the third full recognition pass. In the case of English and French, for cross-adaptation, only the previous recognition output of one subsystem was used, whereas, for German all subsystems were used for CMLLR-adaptation as indicated by the dashed lines.

As for the full recognition, only a pruned LM was used, third pass lattices were rescored using the full LM. System combination was applied as the last step. The lattices were converted to a confusion network (CN) by an iterative procedure. Afterward, the final transcription was obtained by CN combination as presented in [Evermann & Woodland 00a].
German system, a post-processing step was also added to concatenate numbers to avoid spelling errors.

### 8.5.2 Experiments

Table 8.7 shows detailed WER results for the individual subsystems. The acoustic training was kept fixed always using all material from Table 8.1.

**Table 8.7: Results on the 2010 development and evaluation set.**

<table>
<thead>
<tr>
<th></th>
<th>DE</th>
<th>STF</th>
<th>MLP</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>s₁</td>
<td>MFCC</td>
<td>DE₁</td>
<td>20.6</td>
<td></td>
</tr>
<tr>
<td>s₂</td>
<td>PLP</td>
<td>DE₁</td>
<td>20.3</td>
<td></td>
</tr>
<tr>
<td>s₃</td>
<td>MFCC</td>
<td>DE₂</td>
<td>19.8</td>
<td></td>
</tr>
<tr>
<td>s₄</td>
<td>PLP</td>
<td>DE₂</td>
<td>20.3 %</td>
<td></td>
</tr>
<tr>
<td>CNC</td>
<td></td>
<td></td>
<td>17.3 %</td>
<td></td>
</tr>
<tr>
<td>eval10</td>
<td></td>
<td></td>
<td>16.9 % (10.6 %)</td>
<td></td>
</tr>
</tbody>
</table>

The results from the table show that the new HBN-MLP features gave a significant gain in WER compared to the H-MLP features, as can be seen, e.g., in the performance of the German s₁ and s₃ systems. Furthermore, it seems that the quality of the MLP features strongly depends on the availability of large amounts of training data. Additional conclusions can be drawn from the relative improvements, as summarized in Table 8.8, that also gives baseline results for the 2009 systems ([Nußbaum-Thom & Wiesler + 10b]). Gains by MPE were quite small, which we assume to be caused by the incorporation of MLP features that already form a discriminative training approach.

For the German language, the sublexical language modeling approach yielded an improvement from 22.5 % to 21.7 % in WER after CMLLR adaptation. All systems could be improved significantly compared to the previous year’s systems, which was also due to the availability of more in-domain training data distributed to all evaluation participants.

### 8.6 Evaluations

In this section, we present the results for the participating teams throughout all periods of the evaluation campaign. The systems architecture following up to the years 2009 and 2010 remained relatively similar, but the individual components were refined, e.g., multi-lingual MLP features...
Table 8.8: Improvements in terms of WER obtained by different methods, measured on the 2010 development corpus

<table>
<thead>
<tr>
<th>Method</th>
<th>DE ($s_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>26.2%</td>
</tr>
<tr>
<td>VTLN</td>
<td>21.9%</td>
</tr>
<tr>
<td>+CMLLR</td>
<td>20.2%</td>
</tr>
<tr>
<td>+MPE</td>
<td>19.9%</td>
</tr>
<tr>
<td>+X-adaptation</td>
<td>19.9%</td>
</tr>
<tr>
<td>+LM-rescoring</td>
<td>19.8%</td>
</tr>
</tbody>
</table>

Table 8.9: Improvements in terms of WER obtained by different partners for the German system from 2008 through 2013.

<table>
<thead>
<tr>
<th>Project period</th>
<th>Year</th>
<th>Test data [h]</th>
<th>RWTH</th>
<th>T1</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2</td>
<td>2009</td>
<td>3.83</td>
<td>30.40</td>
<td>39.40</td>
<td>32.70</td>
</tr>
<tr>
<td>P3</td>
<td>2010</td>
<td>3.83</td>
<td>16.94</td>
<td>24.14</td>
<td>21.05</td>
</tr>
<tr>
<td>P4</td>
<td>2011</td>
<td>3.23</td>
<td>17.49</td>
<td>17.40</td>
<td>18.04</td>
</tr>
<tr>
<td>P5</td>
<td>2012</td>
<td>3.13</td>
<td>18.71</td>
<td>19.38</td>
<td>19.63</td>
</tr>
<tr>
<td>P6</td>
<td>2013</td>
<td>3.24</td>
<td>13.53</td>
<td>15.95</td>
<td></td>
</tr>
</tbody>
</table>

were trained. In Table 8.9, the evaluation results for different project periods are shown. For discreteness, the names of the competing teams were anonymized to T1 and T2. I participated in all years of the project with the best or competing results for German.

### 8.7 Joint Work

In the QUAERO campaign from 2008 through 2013 the language models were trained by Amr Mousa, the RWTH segmenter was implemented and trained by David Rybach, the MLP features were trained by Christian Plahl and Zoltan Tüske, the system combination framework was provided by Björn Hoffmeister. My individual contributions to the German system are the training of the acoustic model, the experimental choice of system architecture, the tuning of the overall architecture and subsystems, the decoding of all subsystems during training and in the evaluation phase.
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In this section, we discuss the achievement of the scientific goals formulated in Section 3. The goal of this thesis was to investigate novel relations between the evaluation measure, decision rule and training criteria, i.e., to find novel error bounds and derive training criteria from the error bounds. Our interest was to find bounds and criteria not only for decision problems based on the 0-1 loss but also for those based on more general losses — like the Levenshtein loss. The case of the Levenshtein loss is especially relevant to automatic speech recognition where a mismatch exists between performance measure and decision rule. In the case of the existence of new criteria, we evaluate these for automatic speech recognition for frame-wise and discriminative sequence training on real-life data.

Error Bounds  The Kullback-Leibler divergence has been established as an upper bound on the variational distance between the model-based and true distribution in multiple publications [Cover & Thomas 06, p.369], [Vapnik 98, p.30], [Fedotov & Harremos+ 03, Ney 03, Guntuboyina 11]. A proof in [Ney 03] shows that the variational distance upper bounds the classification error difference between the model-based and true decision rule. Therefore the Kullback-Leibler divergence also become bounds on this classification error difference. So far, such bounds were restricted only to the Kullback-Leibler divergence or the squared error bounds (as in [Ney 03]) and to decision problems based on the 0-1 loss.

In our work, we found novel classification error bounds on the $f$-Divergence in Section 4.1. Also, in Section 4.1, two novel proofs of these classification error bounds were presented. Different from the previous bounds in [Cover & Thomas 06, p.369], [Vapnik 98, p.30], [Fedotov & Harremos+ 03, Ney 03, Guntuboyina 11], our bounds are tight with the classification error difference. Another novelty is: For the first time, we reported in this thesis error bounds for decision problems based on more general losses — including the Levenshtein loss. In Section 4.1.4, we extended the classification error bounds for decision problems based on the 0-1 loss to more general losses. For deriving training criteria, we also managed to find proper explicit bounds on the squared error difference for both decision problems based on the 0-1 loss and more general losses in Section 4.1.4 and Section 4.2.5, respectively.

Error-Bound-Based Training Criteria  The author in [Ney 03] derived the cross-entropy criterion from the Kullback-Leibler error bound for decision problems based on the 0-1 loss. To this point, a scheme for criteria derived from error bounds different from the Kullback-Leibler divergence did not exist. However, in this work, we presented a scheme in Section 5.1, which derived novel discriminative training criteria from explicit classification error bounds based on the $f$-Divergence. This scheme introduces a novel family of discriminative training criteria based on the $f$-Divergence.

We also answered the open question of the existence of a similar derivation scheme for decision problems based on a more general loss — like the Levenshtein loss. In this case, the training criterion is error-based, like the MPE criterion in automatic speech recognition. In Section 5.2,
we introduced such a derivation scheme to derive error-based criteria from the explicit error bounds in Section 4.2.5. The decision problems addressed in this derivation scheme also cover the case of the Levenshtein loss. Therefore, these training criteria are relevant to the mismatch in automatic speech recognition.

It is common knowledge that the non-parametric solution of the model trained with cross-entropy using unlimited training data converges to the posterior of the true distribution. This convergence means under ideal conditions; the model learns a posterior such that the model-based decision rule is identical with the Bayes decision rule based on the 0-1 loss.

As promised in Section 5.2, we analyzed the convergence of the non-parametric solution of the model trained with our novel training criteria in case of infinite training data. We found such an analysis for the power-approximation training criterion. We showed that if the criterion uses the 0-1 loss, then the non-parametric solution of the model converges to a monotonic transformation of the posterior of the true distribution. Here, similar to the case of the cross-entropy criterion, the model-based decision rule is identical to the Bayes decision rule. We also showed that if the criterion uses a more general loss, then the non-parametric solution of the model converges to a monotonic transformation of the true reward. This result also means that in this case of a more general loss, the model learns a posterior that results in an error-optimal decision rule. Such a result is satisfying because it also covers the case of automatic speech recognition and addresses the mismatch between performance measure and maximum probability decision rule. In practice, it answers the question of what a model trained with MPE criterion tries to achieve: The MPE criterion learns a model posterior which intends to minimize the posterior expected Levenshtein loss when applied in the maximum probability decision rule. So from a theoretical standpoint, in automatic speech recognition, the mismatch between the Levenshtein loss used in the performance measure — the word error rate — and the 0-1 loss used in the maximum probability decision rule can be resolved by using an error-based training criterion — like MPE.

Application to Frame-Wise Neural Network Training for Automatic Speech Recognition

According to the goals set out in Section 5.1, we evaluated the novel training criteria in Section 6 in practice for frame-wise discriminative training of neural network acoustic models. We trained neural networks based on our novel training criteria and evaluated those in automatic speech recognition experiments on real-life data. This evaluation resulted in a better or competitive performance compared to the cross-entropy criterion.

Section 6.1 combined the cross-entropy criterion with our novel Lin and power-approximation criteria. In the IARPA BABEL project, we trained acoustic feed-forward neural networks for the low-resourced Vietnamese and Bengali languages. For both languages, a combination of our novel criteria with cross-entropy outperformed the standalone cross-entropy criterion in terms of word error rate on all test sets.

In Section 6.2, two novel approaches were evaluated based on the power-approximation criterion. The first approach minimized the power-approximation criterion over the hyper-parameter of the criterion and, therefore, also minimized over the respective power-approximation divergence bounds. The second approach dynamically changed the hyper-parameter of the criterion according to a Gaussian distribution in order to avoid getting stuck in local optima. Both approaches were evaluated as standalone as well as in combination with the cross-entropy criterion on the well-known wsj0 corpus to train acoustic feed-forward and recurrent neural network models. All novel approaches achieved a better or competitive result compared to the cross-entropy criterion. However, the best results, of 9-16% relative word error rate improvement, were achieved in combination with the cross-entropy criterion. To the best of our knowledge our approach achieves the best results reported on the wsj0 test sets so far: The respective experiments resulted in a word error rate of 2.6 on the development and 2.0 on the evaluation set, respectively.
Application to Sequence Training for Automatic Speech Recognition  According to the goals set out in Section 5.1, we evaluated the novel criteria from Section 5.2 in practice for discriminative training of acoustic log-linear models. To this end, we implemented the novel $\alpha$-MPE and weighted MMI in the RWTH discriminative transducer-based training framework. We trained acoustic log-linear models based on our novel criteria and evaluated the models in automatic speech recognition experiments on the TIMIT data set. Our novel criteria achieved a 6% relative word error rate improvement over the state-of-the-art MPE criterion.

German QUAERO Evaluation Campaign  We presented our successful participation in the German QUAERO evaluation campaign over the period of six years.
10. APPENDIX

This section extends abbreviated topics of previous sections.

10.1 On the Relationship between Classification Error Bounds and Training Criteria in Statistical Pattern Recognition

In [Ney 03], the Kullback-Leibler divergence was shown to be an upper bound on the classification error difference. Also, in the same work, a framework is presented on how to derive empirical training criteria from error bounds. Like in our framework first, the notion of the Bayes decision rule and error for the case of the 0-1 loss is developed, which then accordingly, is extended to the model-based case. In [Ney 03], local error bounds are derived starting from the local error difference by deriving fundamental inequalities between the local Bayes and model-based classification error.

\[
\Delta_{pr}^{0-1}(x) = (1 - pr(c_{0-1}^q | x)) - (1 - pr(c_{0-1}^p | x)) \\
= pr(c_{0-1}^p | x) - pr(c_{0-1}^q | x) \\
\leq pr(c_{0-1}^p | x) - pr(c_{0-1}^q | x) + q(c_{0-1}^q | x) - q(c_{0-1}^p | x) \\
= q(c_{0-1}^q | x) - pr(c_{0-1}^q | x) + pr(c_{0-1}^p | x) - q(c_{0-1}^p | x) \\
\leq |q(c_{0-1}^q | x) - pr(c_{0-1}^q | x)| + |pr(c_{0-1}^p | x) - q(c_{0-1}^p | x)|. 
\]

Subsequently, those bounds are widened using relations to the \( L_{inf} \) and \( L_2 \) norm.

\[
\Delta_{0-1}^{pr} \leq \sum_{c \in C} |q(c|x) - pr(c|x)| \tag{10.1}
\]

\[
\Delta_{0-1}^{pr} \leq 2 \max_{c \in C} \{|q(c|x) - pr(c|x)|\} \leq 2 \sqrt{\sum_{c \in C} (q(c|x) - pr(c|x))^2}. \tag{10.2}
\]

The global error bound is derived by computing the expectation from these local error bounds denoted as \( g(x) \) based on the true distribution of the observations \( pr(x) \).

\[
\Delta_{0-1}^{pr} \leq \int pr(x) g(x) \, dx.
\]

The expectation inequality for \( E(X^2) \geq E^2(X) \) for random variables \( X \) leads to the Squared-Error bound using \( g(x) = 2 \sqrt{\sum_{c \in C} (q(c|x) - pr(c|x))^2} \):

\[
[\Delta_{0-1}^{pr}]^2 \leq 4 \int pr(x) \sum_{c \in C} (q(c|x) - pr(c|x))^2 \, dx.
\]
Using the Pinsker inequality on the previously derived inequality
\[
\frac{1}{2} \sum_{c \in \mathcal{C}} |q(c|x) - pr(c|x)| \leq \sum_{c \in \mathcal{C}} pr(c|x) \log \frac{q(c|x)}{pr(c|x)}.
\]
leads to the Kullback-Leibler bound
\[
[\Delta_{0-1}^{pr}]^2 \leq -2 \int pr(x) \sum_{c \in \mathcal{C}} pr(c|x) \log \frac{q(c|x)}{pr(c|x)} \, dx.
\]
These error bounds are tight if the model-distribution equals the true distribution.

This substitution results in case of the Squared-Error bound in the squared-Error (SE) criterion,
\[
\mathcal{F}_{SE}(\Lambda) = \frac{1}{N} \sum_{n=1}^{N} \sum_{c \in \mathcal{C}} (q(c|x_n) - \delta(c,c_n))^2
\]
and in case of the Kullback-Leibler bound in the cross-entropy or MMI criterion
\[
\mathcal{F}_{MMI}(\Lambda) = -\frac{1}{N} \sum_{n=1}^{N} \log q(c_n|x_n).
\]

### 10.2 Statistical Learning Theory [Vapnik 98, p.30]

In machine learning, the Bretagnolle-Huber bound is known in the context of density estimation. The central value to be bounded in this reviewed work is the variational mismatch between the joint true and model distribution.
\[
V := \int \sum_{c \in \mathcal{C}} |pr(x,c) - q(x,c)| \, dx.
\]  \hspace{1cm} (10.3)

A simple relation exists to the error difference: The relation to the global error difference can be established by integrating over (10.1).
\[
\Delta_{0-1}^{pr} = \int [pr(x,c_{0-1}(x)) - q(x,c_{0-1}^q(x))] \, dx
\leq \int \sum_{c \in \mathcal{C}} |pr(x,c) - q(x,c)| \, dx
= V.
\]
The following relation to the global error mismatch, the variational mismatch, and the Kullback-Leibler distance can be established.
\[
[\Delta_{0-1}^{pr}]^2 \leq V^2 \leq 4(1 - \exp(-D_{KL}(pr||q)))).
\]
The proof for this inequality is summarized in the following:

\[-D_{KL}(pr||q) = \int pr(x) \sum_{c \in C} pr(c|x) \log \frac{q(c|x)}{pr(c|x)} \, dx\]

\[= \int pr(x) \sum_{c \in C} pr(c|x) \left( \log \min \left\{ \frac{q(c|x)}{pr(c|x)}, 1 \right\} + \log \max \left\{ \frac{q(c|x)}{pr(c|x)}, 1 \right\} \right) \, dx\]

\[\leq \log \left( \int pr(x) \sum_{c \in C} pr(c|x) \min \left\{ \frac{q(c|x)}{pr(c|x)}, 1 \right\} \, dx \right) + \log \left( \int pr(x) \sum_{c \in C} pr(c|x) \max \left\{ \frac{q(c|x)}{pr(c|x)}, 1 \right\} \, dx \right)\]

Jensen’s inequality

\[= \log \left( \int pr(x) \sum_{c \in C} \min \{q(c|x), pr(c|x)\} \, dx \right) + \log \left( \int pr(x) \sum_{c \in C} \max \{q(c|x), pr(c|x)\} \, dx \right). \quad (10.4)\]

Now, notice that we have the following relationships.

\[\min(a, b) = \frac{a + b}{2} - \frac{|a - b|}{2}, \text{ and}\]

\[\max(a, b) = \frac{a + b}{2} + \frac{|a - b|}{2}.\]

Thus, we can continue (10.4) as follows.

\[\log \left( \int pr(x) \sum_{c \in C} \min \{q(c|x), pr(c|x)\} \, dx \right)\]

\[+ \log \left( \int pr(x) \sum_{c \in C} \max \{q(c|x), pr(c|x)\} \, dx \right)\]

\[= \log \left( \int pr(x) \sum_{c \in C} \left( \frac{q(c|x) + pr(c|x)}{2} - \frac{|q(c|x) - pr(c|x)|}{2} \right) \, dx \right) + \log \left( \int pr(x) \sum_{c \in C} \left( \frac{q(c|x) + pr(c|x)}{2} + \frac{|q(c|x) - pr(c|x)|}{2} \right) \, dx \right)\]

\[= \log \left( 1 - \int pr(x) \sum_{c \in C} \frac{|q(c|x) - pr(c|x)|}{2} \, dx \right) + \log \left( 1 + \int pr(x) \sum_{c \in C} \frac{|q(c|x) - pr(c|x)|}{2} \, dx \right)\]

\[= \log \left( 1 - \frac{1}{2} V \right) + \log \left( 1 + \frac{1}{2} V \right)\]

\[= \log \left( \left( 1 - \frac{1}{2} V \right) \left( 1 + \frac{1}{2} V \right) \right)\]

\[= \log \left( 1 - \frac{1}{4} V^2 \right). \quad (10.7)\]
The equation in (10.6) is derived from (10.5) using the relation:
\[ \int pr(x) \sum_{c \in \mathcal{C}} \frac{pr(c|x) + q(c|x)}{2} \, dx = 1. \]

Reformulating (10.7) results in the desired bound on the variational distance between the true and model distribution – the Bretagnolle-Huber bound:
\[ -D_{KL}(pr||q) \leq \log \left( 1 - \frac{V^2}{4} \right) \]
\[ \Leftrightarrow \exp(-D_{KL}(pr||q)) \leq 1 - \frac{1}{4} V^2 \]
\[ \Leftrightarrow V^2 \leq 4(1 - \exp(-D_{KL}(pr||q))). \]

As pointed out in (10.1), the local difference is bounded by the sum over all classes of the absolute difference between the true and model-based posterior.
\[ \Delta^{pr}_{0-1}(x) \leq \sum_{c \in \mathcal{C}} |q(c|x) - pr(c|x)|. \]

Therefore the Bretagnolle-Huber bound is also a bound on the error difference:
\[ |\Delta^{pr}_{0-1}|^2 \leq V^2 \leq 4(1 - \exp(-D_{KL}(pr||p))). \]

### 10.3 Automatic Speech Recognition is NP-Complete

In complexity theory, according to [Hromkovic 01], an optimization problem is NP-complete if the corresponding decision problem is NP-complete as well. The decision problem for strings \( c \in \Sigma^* \) based on the finite alphabet \( \Sigma \) for the non-trivial loss related Bayes decision rule can be formulated by:

**Bayes:**

**Input** Consider constants \( I, m \in \mathbb{N} \) and strings \( c_1, \ldots, c_I \in \Sigma^* \) such that:
- \( 0 < pr(c_i|x) \leq 1 \) for \( i = 1, \ldots, I \),
- \( pr(c|x) = 0 \) for \( c \not\in \{c_1, \ldots, c_I\} \), and
- \( \sum_{c \in \Sigma^*} pr(c|x) = \sum_{i=1}^{I} pr(c_i|x) = 1. \)

**Question** Does a string \( c \in \Sigma^* \) exist such that \( E_L(c|x) \leq m \) ?

First, **Bayes** is shown to be in NP. Consider a string \( c \) having a positive answer to the **Bayes** question:
\[ m \geq E_L(c|x) = \sum_{i=1}^{I} pr(c_i|x)L(c_i, c) \]
\[ \geq pr(c_{0-1}(x)|x)L(c_{0-1}(x), c) \]
\[ \geq \frac{1}{I} L(c_{0-1}(x), c) \]
\[ \Leftrightarrow L(c_{0-1}(x), c) \leq \frac{m}{pr(c_{0-1}(x)|x)} \leq Im. \]
Second, the strings $c$ can only answer the question positively if $\mathcal{L}(c_{0:1}(x), c) \leq Im$. A non-deterministic polynomial calculation is formulated by guessing non-deterministic $j \leq Im$, generating non-deterministic string $d \in \Sigma^j$ and checking $E_C(d|x) \leq m$. The computation of $E_C(d|x)$ can be performed in polynomial time. In [de la Higuera & Casacuberta 00] MEDIAN-STRING is shown to be NP-complete:

MEDIAN-STRING:

Input Consider constants $I, m \in \mathbb{N}$ and strings $c_1, \ldots, c_I \in \Sigma^*$.

Question Does $c \in \Sigma^*$ exist such that $\sum_{i=1}^{I} \mathcal{L}(c_i, c) \leq m$?

Finally, BAYES is shown to be NP-hard by defining a reduction to MEDIAN-STRING. Consider an input instance $(c_i)_{i=1}^{I}$ and $m$ of MEDIAN-STRING. The reduction from MEDIAN-STRING to BAYES is defined by the posteriors $pr(c_i|x) := \frac{1}{I}, i=1, \ldots, I$ and $\tilde{m} := \frac{m}{I}$ Then $(c_i, pr(c_i|x))_{i=1}^{I}$, and $\tilde{m}$ are an input instance of BAYES. Furthermore, the following equivalence can be deduced:

$$\sum_{i=1}^{I} \mathcal{L}(c_i, c) \leq m$$

$$\Leftrightarrow E_C(c|x) = \sum_{i=1}^{I} pr(c_i|x)\mathcal{L}(c_i, c)$$

$$= \frac{1}{I} \sum_{i=1}^{I} \mathcal{L}(c_i, c) \leq \frac{m}{I} = \tilde{m}.$$ 

This reduction is computable in polynomial time. Therefore, the Bayes optimization problem is NP-complete because BAYES is NP-complete.

### 10.4 Validation of f-Divergence Properties

Figure 10.1 and Figure 10.2 show the functions $f(u)$ corresponding to the power approximation and Lin $f$-Divergences in comparison to the Kullback-Leibler $f$-Divergence. It can be seen that both the Lin and power-approximation $f$-Divergence converge to the Kullback-Leibler $f$-Divergence for $\alpha = 0$.

Table 10.1 shows the Kullback-Leibler fulfills the above-specified properties.

| $f(u)$ | decomposition $g(1/u)$ | $f'(u)$ | $g'(q(c_n|x_n))$ | convex $f''(u) > 0$ | monotonic $f'''(u)$ |
|--------|------------------------|---------|------------------|---------------------|-------------------|
| $-u \log \left( \frac{1}{u} \right)$ | $- \log \left( \frac{1}{u} \right)$ | $\log(u) + 1$ | $- \frac{1}{1 + u}$ | $\frac{1}{u^2}$ | $\frac{1}{u^3}$ |
| $u \left( 1 - \frac{1}{u} \right)$ | $\left( 1 - \frac{1}{u} \right)$ | $\frac{1}{1 + u}$ | $- \frac{1}{1 + u}$ | $\frac{1}{u^2}$ | $\frac{1}{u^3}$ |
| $-u \log \left( \frac{1}{1 + u} \left( \alpha + \frac{1}{u} \right) \right)$ | $- \log \left( \frac{1}{1 + u} \left( \alpha + \frac{1}{u} \right) \right)$ | $- \log \left( \frac{1 + u}{1 + u} \right) + \frac{1}{1 + u}$ | $- \frac{1}{1 + u}$ | $\frac{1}{\left( 1 + u^2 \right)^2}$ | $- \frac{1 + 2u}{\left( 1 + u^2 \right)^3}$ |

Figure 10.3 and Figure 10.4 show the second derivatives $f''(u)$ of the functions corresponding to the power approximation and Lin $f$-Divergences in comparison to the Kullback-Leibler $f$-Divergence with $\alpha = 0$. It can be seen that all these functions are convex.

Figure 10.5 and Figure 10.6 show the third derivatives $f'''(u)$ of the functions corresponding to the power approximation and Lin $f$-Divergences in comparison to the Kullback-Leibler $f$-Divergence. It can be seen that all these functions are monotonic increasing in the interval $[1, 2]$. 
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Figure 10.1: Graph of the functions $f(u)$ corresponding to the power approximation $f$-Divergence. The power approximation $f$-Divergence converges to the Kullback-Leibler divergence for $\alpha = 0$.

Figure 10.7 and Figure 10.8 show the function corresponding to the criteria for the posterior $q(c_n|x_n)$ for the Kullback-Leibler, Lin, and power approximation criterion.
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Figure 10.2: Graph of the functions $f(u)$ corresponding to the Lin $f$-Divergence. The Lin $f$-Divergence converges to the Kullback-Leibler for $\alpha = 0$. 

$$f(u) = -u \frac{\alpha}{(\alpha + 1)}$$
Figure 10.3: Second derivative of the functions $f''(u)$ corresponding to the power approximation $f$-Divergence. The power approximation $f$-Divergence converges to the Kullback-Leibler for $\alpha = 0$. 
Figure 10.4: Second derivative of the functions $f''(u)$ corresponding to the Lin f-Divergence. The Lin f-Divergence converges to the Kullback-Leibler for $\alpha = 0$. 
Figure 10.5: Third derivative of the functions $f''(u)$ corresponding to the power approximation $f$-Divergence. The power approximation $f$-Divergence converges to the Kullback-Leibler for $\alpha = 0$. 

\[ f''(u) = -1 - \alpha u^2 + \alpha u = 0 \]

$\alpha = 0$, $\alpha = 0.25$, $\alpha = 0.5$, $\alpha = 0.75$, $\alpha = 1$
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\[ f''(u) = -\frac{1+2\alpha u}{(1+\alpha u)^3} \]

\[ \alpha = 0 \]
\[ \alpha = 0.25 \]
\[ \alpha = 0.5 \]
\[ \alpha = 0.75 \]
\[ \alpha = 1 \]

Figure 10.6: Third derivative of the functions $f''(u)$ corresponding to the Lin $f$-Divergence. The Lin $f$-Divergence converges to the Kullback-Leibler for $\alpha = 0$. 


Figure 10.7: Functions corresponding to the criterion for the power approximation and Kullback-Leibler criterion.
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Figure 10.8: Functions corresponding to the criterion for the Lin and Kullback-Leibler criterion.
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