ON THE RELEVANCE OF PHONEME DURATION VARIABILITY OF SYNTHESIZED TRAINING DATA FOR AUTOMATIC SPEECH RECOGNITION

Nick Rossenbach†,*\(^{,}\) Benedikt Hilmes*, Ralf Schlüter\(^{†}\)

Machine Learning and Human Language Technology, Computer Science Departement, RWTH Aachen University, Germany
†AppTek GmbH, Germany
{rossenbach, hilmes, schlueter}@cs.rwth-aachen.de

ABSTRACT

Synthetic data generated by text-to-speech (TTS) systems can be used to improve automatic speech recognition (ASR) systems in low-resource or domain mismatch tasks. It has been shown that TTS-generated outputs still do not have the same qualities as real data. In this work we focus on the temporal structure of synthetic data and its relation to ASR training. By using a novel oracle setup we show how much the degradation of synthetic data quality is influenced by duration modeling in non-autoregressive (NAR) TTS. To get reference phoneme durations we use two common alignment methods, a hidden Markov Gaussian-mixture model (HMM-GMM) aligner and a neural connectionist temporal classification (CTC) aligner. Using a simple algorithm based on random walks we shift phoneme duration distributions of the TTS system closer to real durations, resulting in an improvement of an ASR system using synthetic data in a semi-supervised setting.

Index Terms: synthetic data generation, text-to-speech, speech recognition, semi-supervised training

1. INTRODUCTION

Previous literature showed that it is possible to improve automatic speech recognition (ASR) systems using synthetic data generated via text-to-speech (TTS) [1, 2, 3, 4, 5]. Besides directly improving a single recognition task with synthetic data from additional text, different kinds of domain adaptation are possible via synthetic data [2, 6]. With a few exceptions [7], only “end-to-end” neural speech recognition systems were used in such works. The most notable architectures are the transducers [8] and the attention-encoder-decoder [9]. For both architectures it has been shown that adding synthetic data via text-to-speech systems can improve the training or adaptation of the recognition models. For other architectures this seems to be more problematic [7]. Most prior work to create synthetic data has been done by using autoregressive TTS systems, most of them similar to Tacotron-2 [10], with [11] as notable exception. Currently, literature shows a trend towards non-autoregressive TTS [12, 13, 14] as it is claimed to be more robust and controllable. Non-autoregressive TTS systems usually use an explicit prediction of phoneme durations, and in many cases also explicit training targets from an external aligner. This allows for new experimental possibilities to investigate the influence of temporal control within the scope of synthetic training data creation via TTS.

1.1. Related Work

Within the scope of improving the use of synthetic data different approaches were published to deal with the mismatch of synthetic data compared to real data. [5] proposed to reduce the influence of the synthetic data with respect to acoustic modeling by weighting the acoustic encoder context lower for synthetic inputs. [15] introduced rejection sampling to exclude non-matching synthetic examples as well as separate statistics for the batch norm layers for real and synthetic data. [6] proposed an elastic weight penalty between the model weights trained on real data and the current model weights. This limits the model degradation when shifting domain. While many papers study the effect of synthetic data on ASR systems or the performance of TTS in general, there is a lack of analysis on the difference between real and synthetic audio data. We only know of [16] investigating this issue. Additionally, w.r.t. alignment methods for TTS, previous work showed that the influence of the chosen method is rather limited [17].

1.2. Contribution

In contrast to changing the ASR model to make better use of synthetic training data, we investigate what synthetic data is currently lacking. In specific, we want to have a look at the temporal diversity of synthetic data and its implications on the training process. While it may be obvious that synthetic data has deficiencies in temporal diversity, we want to showcase how much this affects the ASR training process. Different to other publications, we will not focus on general feature or speaker representation mismatches in the scope of this work, but only on the temporal aspect. To obtain reference alignments, we use two different common aligner approaches for
the TTS training, an “HMM-GMM” (c.f. [18]) and a “neural CTC aligner” approach (c.f. [19]). We use two different aligners to show that our findings are independent of the chosen aligning method. Both aligners are commonly used in NAR-TTS literature, and we show that in our case using the HMM-GMM results in slightly better performance, although the CTC aligner has similar potential in an oracle “duration cheating” setup. We show that generally the TTS model is under-predicting phoneme durations in their mean and variance compared to the given alignment and analyze methods to mitigate this mismatch. Finally, we are proposing to modify the internal duration prediction using a random-walk-based algorithm to increase the temporal variation of synthetic data without any change to the TTS training itself. In a semi-supervised training setting on the English LibriSpeech [20] task we show for the first time that also NAR-TTS systems can be capable of improving an ASR system with synthetic data, achieving even better results than currently published in literature [5, 7]. These results are then further improved by using the proposed random-walk modification of the TTS. We follow an open code approach, and our training recipes were publicly accessible during the creation of this work. As toolkits we used RASR [21], RETURNN [22] and the workflow manager Sisyphus [23].

2. SPEECH SYNTHESIS

2.1. Feature prediction model

Our TTS system does not directly follow any previous publication, but is related to the model presented in [19] with Gaussian upsampling [24]. The architecture is depicted in Figure 1. The phoneme encoder consists of three 256-dimensional convolutional layers with filter size 5, ReLU activation and batch-normalization, followed by one bi-directional LSTM (BLSTM) layer [25] with 256 dimensions per direction. The duration predictor consists of two 256-dimensional convolutions with filter size 3, ReLU activation and layer normalization. The duration prediction itself is modeled by a linear layer with a scalar softplus output. The decoder consists of two BLSTM layers with 1024 hidden states per direction and a linear layer for spectrogram prediction. During training the target durations are used for upsampling. We use globally normalized 80-dimensional log-mel features with frame shift 12.5 ms and window size of 50 ms. The loss for \( N \) phonemes and \( T \) audio frames is defined as:

\[
L_p = \sum_{n=1}^{N} |\hat{d}_n - d_n| \quad (1)
\]

\[
L_f = \frac{1}{80} \sum_{t=1}^{T} ||\hat{x}_t - x_t||_1 \quad (2)
\]

\[
L = L_p + L_f \quad (3)
\]

![Fig. 1. Non-autoregressive TTS model. The encoder part is depicted in blue, the duration predictor in orange and the decoder in red. The red lines mark training losses.](https://github.com/rwth-i6/returnn-experiments/tree/master/2023-phoneme-duration-variability)

with target features \( x_t \), target durations \( d_n \), and \( \hat{x}_t \) and \( \hat{d}_n \) being the respective predictions. Multi-speaker capabilities are enabled by passing a speaker ID to a trainable look-up table. The speaker information is added as input to the decoder and duration predictor. During prediction, the log-mel features are converted into 512 dimensional linear features needed for Griffin&Lim (G&L) [26] vocoding using a separately trained 2x1024-dimensional BLSTM layer network, resulting in a total of 63M parameters. The phoneme set consists of ARPA-BET phoneme symbols without stress marker. We insert a \([ \text{space} ]\) token between the phonemes of words to mark both a word boundary and possible silence. We use Sequitur [27] to predict phoneme sequences for words not part of the LibriSpeech lexicon.

2.2. HMM-GMM Aligner

Our HMM-GMM aligner implemented in RASR is similar to the Montreal-Forced-Aligner (MFA) [18] used in TTS publications such as FastSpeech-2 [12]. Its parameters have been optimized on the LibriSpeech-100h ASR task [20] and includes the following training steps:

1. Feature extraction and initial alignment: We use 16-dimensional MFCC features with an additional energy component to discriminate silence and non-silence frames. Then, we distribute the non-silence frames equally over the sequence for an initial alignment.

2. Monophone training: We perform 75 iterations of expectation-maximization (EM) algorithm training using single density Gaussian mixtures over the features and 10 iterations of splitting and re-estimating the then multi-modal mixtures.

3. State-tying: We use classification and regression trees (CART) [28] to create 12k HMM state labels covering triphone clusters.
4. Triphone training: We apply a context window of 9 on the MFCC features and use linear discriminant analysis (LDA) to reduce the feature size from 144 to 48. Based on the alignment from step 2, EM training is performed including mixture splits for 10 iterations.

5. Speaker-Adaptation: Based on the speaker labels, a fMLLR transformation is learned on the audio features of non-silence frames [29]. Afterwards the mixtures are re-estimated on the resulting features with applied linear transformation.

The model uses three HMM states per phoneme and one for silence. The duration is extracted by using the Viterbi algorithm to find the best alignment. As for HMMs silence between words is optional, we assign a duration of zero to [space] tokens that do not have corresponding silence in the alignment.

### 2.3. CTC Aligner

The neural alignment approach is a frame-wise label prediction neural network using CTC loss. The model architecture is designed following [19]. The encoder consists of 5 256-dimensional convolutional layers with filter size 5, one 512-dimensional BLSTM layer and a linear projection with softmax activation as encoder. The reconstruction network consists of two 512-dimensional BLSTM layers and a linear projection as output, resulting in a total of 15M parameters. The input to the reconstruction is the probability tensor of the encoder softmax. The target features are the same log-mel features as for the TTS system defined in Section 2.1. The target loss $L$ is defined as:

\[
L_{ctc} = CTC \left( p_{enc}(y^T_1 \mid x^T_1, s), y^N_1 \right) \quad (4)
\]

\[
L_{rec} = \frac{1}{80} \sum_{t=1}^{T} \| g_{rec} (p_{enc}(y'_1 \mid x^T_1, s), s) - x_t \|_2^2 \quad (5)
\]

\[
L = L_{ctc} + \lambda L_{rec} \quad (6)
\]

for features $x^T_1$, transcription token sequence $y^N_1$, frame-wise label token sequence including blank $y'_1$ and speaker index $s$. $CTC$ denotes the loss value resulting from the Baum-Welch algorithm using the CTC topology. $p_{enc}$ denotes the probability estimation via the encoder and $g_{rec}$ the feature reconstruction of the reconstruction model. In all experiments we used $\lambda = 0.5$. The CTC aligner is fully speaker dependent, as we are concatenating the speaker information via a lookup table to the input at the first encoder and reconstruction layer. Feeding the speaker label to the encoder is not necessary, but resulted in faster alignment convergence. For the Viterbi alignment we set the probability of the blank symbol to a small non-zero number, so that we have non-blank labels at each frame position. Note that in the case of CTC [space] tokens are treated as regular phonemes and get a minimum duration of 1. This is different to the alignments from the HMM-GMM system, where silence is modeled separately from the phonemes and only optionally inserted between words.

### 3. AUTOMATIC SPEECH RECOGNITION

We use an attention-encoder-decoder (AED) ASR system [9, 30] to evaluate training on synthetic data and mixed data. For the neural encoder model we follow the Conformer architecture [31]. The model consists of 12 512-dimensional Conformer layers in the encoder part and a single 1024-dimensional LSTM as decoder and has a total of 98M parameters. We use 80-dimensional log-mel features with a window size of 25ms and 10ms shift. We downsample the features with 2 BLSTM-layers and max-pooling with factors 3 and 2, resulting in a reduction factor of 6. In order to stabilize the training we gradually increase the number of encoder layers in the beginning of the training, starting with 2 layers and adding 2 layers each 5 sub-epochs steps. We apply SpecAugment [32] and speed-perturbation via librosa.resample()² with uniformly distributed scaling factors 0.9/1.0/1.1 on the input audio. For some experiments, we use a 24-layer Transformer language model (305M parameters) with shallow fusion during recognition [33].

### 4. PIPELINE AND METHOD

The experimental pipeline consists of pre-processing and 5 main steps, visualized in Figure 2. First, excessive silence is stripped from the data using the silence filter from FFmpeg³ with a threshold of -50dB. This data is used for both the aligner and TTS training. In order to determine the phoneme durations for TTS training we use the aligner on the full pre-processed data, including the cross validation data. After the TTS training we synthesize either the training text or unseen text data. As the TTS system is trained with fixed speaker labels we are randomizing the speaker IDs during synthesis. The synthesized data is used to train the final ASR model. In the first case we are only using the synthesized data on the training corpus itself to train the ASR model. We do this in

---

³https://ffmpeg.org/ffmpeg-filters.html#silenceremove
order to investigate the gap between the real and synthetic data using exactly the same text information. In a second setting, we use additional text to create additional synthetic data, and train the ASR system on a combination of both real and synthetic data.

4.1. Oracle Durations

In order to evaluate the degradation of the synthetic data with respect to phoneme durations, we synthesize the data using the durations extracted directly from the original forced alignment using either the HMM-GMM or the CTC aligner. By doing this we have two goals in mind:

1. We can directly measure in which way the predictions from the duration predictor are deviating from the ground truth.
2. We can compare how the choice of the alignment system influences the synthetic data generation.

By training an ASR system on the synthetic data generated from using the phoneme durations directly from the forced alignment, we can estimate an upper bound for the performance gain from having a more realistic temporal diversity. This makes it possible to see how close the predicted phoneme durations perform to the underlying real phoneme durations.

4.2. Duration Modification

Most non-autoregressive TTS systems offer full controllability of the phoneme durations during the inference process. In this work we consider two different approaches to manipulate the phoneme duration. The first approach is to scale each prediction by a constant factor $\alpha$ in order to modify the output length before casting to an integer. The second approach modifies the durations individually using a scale per phoneme based on a random walk. Using a random walk approach results in similar modification of neighboring phonemes. In contrast to e.g. drawing fully random durations we expect more realistic duration curves. Given the predicted durations $d_n$ for each of the $N$ input phonemes we compute scaling factors $\alpha_n^N$ as:

$$\alpha_0 = 0.0 \quad \alpha_{n+1}' = \alpha_n' + \mathcal{N}(0, \sigma) \quad (7)$$

$$\alpha_n = 1 + \alpha_n' - \frac{1}{N} \sum_{k=1}^{N} \alpha_k' \quad d_n' = d_n \cdot \alpha_n \quad (8)$$

and clip the values into the range of $[0.9, 1.2]$. The predicted durations are then scaled with the respective $\alpha_n$ before applying integer rounding. Although Gaussian upsampling allows for non-rounded durations, we found no significant difference in performance, thus we do not include such experiments in this work. We choose the upper limit larger than the lower limit to have outliers for longer durations which are more prominent in duration distributions from the aligners. We chose $\sigma$ between 0.0125 and 0.05 as larger values result in excessive clipping. While there are more sophisticated methods for diverse duration modeling, such as the stochastic duration predictor from VITS [14], our method can be applied to any existing model with duration prediction on-the-fly. No reformulation of the model or additional training is needed.

4.3. Metrics

Unfortunately, evaluating alignments and TTS systems is difficult, as for TTS systems there exists no standardized metric like word-error-rate (WER) for ASR. Objective metrics such as Mel-Cepstral-Distance (MCD) [34] or AutoMOS [35, 36] are often only valid within the scope of a single publication, as they have trainable or manually adjustable parameters and are thus hard to reproduce. Our final target metric is thus how much we can improve ASR systems by incorporating data synthesized by a TTS system into the ASR training (named AED-ASR). To determine the correctness of the TTS output we report the WER of recognizing the synthesized cross-validation (CV) set with a strong ASR system trained on all of LibriSpeech. The CV set is included in training to reduce errors made by the ASR system itself. To not confuse this with the WER for evaluating an ASR system, we refer to this metric as “synthetic WER” (sWER). In addition we propose the mean Kullback-Leibler divergence (KLD) of the durations grouped per ARPA phoneme compared to the duration distribution given by the aligner. Of course the target distribution of the aligner is only an estimate of the underlying real distribution. Nevertheless, we hypothesize that if the TTS system predicts phoneme durations that follow a more similar distribution this results in “better” synthetic data, meaning that the final performance of the ASR system increases.

5. EXPERIMENTS

5.1. Data and Training

We are using the train-clean-100 part of LibriSpeech as annotated training data, and the train-clean-360 part of LibriSpeech as text only data. This is a standard task for many publications on synthetic data generation [4, 5, 7]. For the ASR recognition we segment the text using byte-pair encoding [37] with 2000 merge operations and evaluate on LibriSpeech test-clean and test-other. As CV set for the TTS system and for the sWER computation we split 1004 sequences (4 per speaker) from the train-clean-100 part. The reference WER on the real CV set is 2.0%. Both the CTC and the HMM-GMM aligner are trained for 100 epochs\(^4\), the NAR-TTS for 200, and the ASR for $\sim$165 epochs. In case of the combined training, we over-sample the real data

---

\(^4\)for the HMM-GMM we consider each full EM-step as epoch
Table 1. WER results for different data conditions. “Real” is the original LS-100h corpus. “Vocoder only” means we extract log-mel from the original data and only apply GriffinLim. “Synthetic” refers to using the baseline TTS trained with durations from the HMM-GMM aligner. The AED-ASR test-sets are LibriSpeech test-clean and test-other.

<table>
<thead>
<tr>
<th>Data (LS-100h)</th>
<th>Silence Pre-processing</th>
<th>sWER WER[%]</th>
<th>AED-ASR WER[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>cv clean</td>
<td>other</td>
</tr>
<tr>
<td>Real</td>
<td>no</td>
<td>2.03 7.8</td>
<td>19.6</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>3.57 8.1</td>
<td>20.8</td>
</tr>
<tr>
<td>Vocoder only</td>
<td>no</td>
<td>2.22 8.0</td>
<td>19.8</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>3.75 8.5</td>
<td>20.8</td>
</tr>
<tr>
<td>Synthetic</td>
<td>no</td>
<td>2.00 17.6</td>
<td>41.8</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>2.48 15.3</td>
<td>39.4</td>
</tr>
</tbody>
</table>

Table 2. WER and KLd results for the 100h data generated with the TTS using the respective alignment and optional oracle durations. *The KLd is measured w.r.t. the aligner duration distribution, so it uses a different reference in each case.

<table>
<thead>
<tr>
<th>TTS Alignment</th>
<th>Oracle Durations</th>
<th>sWER</th>
<th>KLd</th>
<th>AED-ASR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>sWER</td>
<td>WER</td>
<td>WER</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cv</td>
<td>LS-100</td>
<td>clean</td>
</tr>
<tr>
<td>HMM-GMM</td>
<td>no</td>
<td>2.48</td>
<td>0.069*</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>2.96</td>
<td>0</td>
<td>11.2</td>
</tr>
<tr>
<td>Neural-CTC</td>
<td>no</td>
<td>3.37</td>
<td>0.085*</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>4.53</td>
<td>0</td>
<td>11.0</td>
</tr>
</tbody>
</table>

It is known that the LibriSpeech corpus has a very unnatural utterance composition, and it often contains very long (> 1 s) portions which are difficult to handle for the TTS system [39, 3]. As non-autoregressive models are much more robust, we wanted to see how the silence-pre-processing influences the ability to re-synthesize the training data. In Table 1 a strong degradation is visible for applying the pre-processing on the real data. But while training the NAR-TTS on the non-pre-processed data is stable, the resulting synthetic data yields worse results, so we kept using the silence-pre-processing for all further experiments.

5.3. Effect of oracle durations

Table 2 shows the results for synthetic data training given the different alignments for the TTS model. It also shows the respective result on synthetic data that was created via providing the given durations from the original alignment. Here it is visible that using the given durations from alignments during synthesis result in better ASR performance. It is also visible that the TTS trained on CTC aligner shows a slightly weaker performance during normal synthesis, but is on par when using the reference alignment. The rather small gap in performance follows the findings of [17], where it was shown that the choice of the used aligner has a rather low impact on speech synthesis quality. When looking at the duration histograms in detail we found that the CTC-alignment-based TTS durations would have a more inconsistent shape. This is also reflected in a higher KLd. As representative for many of the histograms, we show an example in Figure 3. While the prediction for the HMM-GMM model is shaped similarly to the alignment, with just a more narrow main peak, the CTC model has an unexpected mismatch for a duration of 3 and 4 frames. This happens for many of the other phonemes as well, and we have no clear explanation for this. Due to the nature of how the alignments are computed, the CTC alignment has generally shorter spoken phonemes and more frames aligned.
to the “[space]” symbol. In contrast, the HMM imposes a minimum duration of 3 frames per phoneme and is more hesitant to align silence. We also observed that the duration predictor had a higher cross-validation mean-absolute-error loss value when provided with the targets from the CTC aligner. This means the targets were more difficult to learn, which is consistent with the observations made when looking at the histogram plots.

5.4. Duration Control

As the TTS model was generally predicting about 8.9% shorter sequences than seen in training, we initially tried to just give a global scaling factor to all durations to cover for this. As shown in Table 3 this mostly resulted in degradation, although the final data length matched. As we looked at the duration distributions like Figure 3, we observed that the majority of predictions was centered in the correct range and the general mean duration shift was mostly caused by long outliers. To “widen” the predictions we used our random-walk-based duration modification from Section 4.2 with different variances $\sigma$. Table 2 shows that the more we artificially widen the distributions using the random-walk approach, the smaller the distribution difference is. We also see that the generated training data contributes more, resulting in an improvement of up to 15% relative in WER of the AED-ASR.

5.5. Combined Training

We also evaluate how much the ASR system can be improved by synthesizing the text of train-clean-360 using the TTS models. Table 4 shows the results for the same ASR model trained on differently generated synthetic data and including an external LM. It can be seen that using synthetic data generated by the TTS improves the ASR performance by over 20% relative. Using the random-walk modification during synthesis the result improves by another 0.5% absolute on test-other. Contrary to training on synthetic data only, the performance is better for smaller values of $\sigma$. Nevertheless, we see that there can be a notable improvement on the ASR training when using the random-walk modification. We also show a selection of comparable best results from the literature. With our pipeline we achieve new state-of-the-art performance on the 100h semi-supervised LibriSpeech task.

6. CONCLUSIONS

In this work we have shown the effect of temporal variability in the synthetic training data generated by a non-autoregressive TTS. This effect has been studied within a common semi-supervised recognition task. Furthermore, we analyzed the miss-prediction of phoneme durations using oracle setups guiding the TTS generation by durations given from the external aligner computed on real data. By using a random-walk approach we could modify the predicted durations to follow a wider distribution, and improve the quality of the synthetic data w.r.t. to ASR training. With this improvement we achieved new state-of-the-art results by generating synthetic data for the LibriSpeech semi-supervised 100h task.
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