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Abstract—ASR systems are deployed across diverse environ-
ments, each with specific hardware constraints. We use supernet
training to jointly train multiple encoders of varying sizes, en-
abling dynamic model size adjustment to fit hardware constraints
without redundant training. Moreover, we introduce a novel
method called OrthoSoftmax, which applies multiple orthogonal
softmax functions to efficiently identify optimal subnets within
the supernet, avoiding resource-intensive search. This approach
also enables more flexible and precise subnet selection by allowing
selection based on various criteria and levels of granularity.
Our results with CTC on Librispeech and TED-LIUM-v2 show
that FLOPs-aware component-wise selection achieves the best
overall performance. With the same number of training updates
from one single job, WERs for all model sizes are comparable
to or slightly better than those of individually trained models.
Furthermore, we analyze patterns in the selected components
and reveal interesting insights.

Index Terms—Speech recognition, Supernet training, CTC,
FLOPs-aware.

I. INTRODUCTION

Balancing accuracy and latency in automatic speech recog-

nition (ASR) is a critical and active area of research. The quest

for higher accuracy has driven the development of larger, more

complex models [1]–[3], resulting in increased latency and

higher energy consumption. This trade-off is especially chal-

lenging in resource-constrained environments like client-edge

devices, where computational power (measured in floating-

point operations per second, or FLOPS) and memory (the

number of parameters) are limited [4].

To reduce the model size with minimal loss of perfor-

mance, model compression techniques such as pruning [5]–

[8], knowledge distillation [9]–[11], quantization [12], [13] are

commonly used in ASR. Quantization is orthogonal to other

methods and can be applied to almost any model. However, the

first two methods typically require a converged base model,

followed by separate fine-tuning for each compressed model of

varying sizes, causing redundant training and re-optimization

efforts [14]. Hence, another line of methods—supernet train-

ing, first proposed in [15]—aims to jointly train a supernet

encompassing multiple subnets with a single training process.

In this way, the supernet can generalize across various subnet

configurations, being adaptable to different model sizes.

Recent works [14], [16]–[20] in ASR have explored the

concept of supernet training and achieved promising results.

The challenge, however, remains in determining the optimal

∗ Denotes equal contribution

subnets efficiently from the supernet. The authors of [16]–

[18] identify subnets by manually selecting the bottom layers

or layers at regular intervals. The authors of [14], [19] use

evolutionary search to find the most performant subnets from

a predefined search space at each training step. Meanwhile,

the authors of [20], [21] conduct search after training. In

both cases, the search process is computationally expensive.

Recently, this issue is addressed in [22] by combining pruning

with supernet training to automatically learn the optimal sub-

nets during training. However, the limitations are: 1) selection

is restricted to entire layers, 2) the subnet size is determined by

the number of layers, without considering other criteria such as

number of parameters, 3) the use of straight through estimator

(STE) [23] introduces gradient inconsistency, causing training

instability and degraded performance [24].

Therefore, in this work, we propose a method called Or-

thoSoftmax, which apply multiple softmax functions to inde-

pendent, learnable score vectors. We also introduce orthogonal

constraint to let each softmax only select one distinct group

of parameters. The softmax results are then aggregated to

generate binary masks that determine the subnets. During

training, this approach begins with a uniformly distributed soft

mask and then progressively converges to a binary hard mask

for each subnet. Compared to other commonly used binary

mask learning approaches, this method avoids the approx-

imation inaccuracies commonly associated with continuous

relaxations of discrete operations, further details are discussed

in Sec III-B. We also extend [22] by enabling finer selection

granularity and introducing additional selection criteria, which

facilitates more precise and flexible subnet selection. We

evaluate our approach by conducting experiments with the

Conformer [25] connectionist temporal classification (CTC)

[26] model on both Librispeech and TED-LIUM-v2 datasets.

The results show that FLOPs-aware component-wise selection

performs best, yielding models that achieve WERs on par

with individually trained ones while significantly reducing

total training time. We also analyze the patterns in component

selection for subnets of varying sizes in Sec III-F.

II. EFFICIENT SUPERNET TRAINING PIPELINE

This section explains how we use supernet training to

generate one supernet and M subnets with fully shared

parameters across varying sizes. Let the acoustic encoder

have learnable parameters θ, decomposed into N param-

eter groups {θj}
N
j=1. The costs for each group are c =

http://arxiv.org/abs/2501.18895v2


{cj}
N
j=1. Each of the M subnets has a different total cost

constraint, denoted as {τ1, τ2, . . . , τM}. For each subnetwork

nm, we learn a binary mask zm ∈ {0, 1}N , where param-

eter group θj is retained in the encoder nm if zjm = 1.

Therefore, we can formulate the joint training problem as:

min
θ,{zm}M

m=1

E(x,y)∈D

[

LASR(x, y; θ) +

M
∑

m=1

λmLASR(x, y; θ ⊙ zm)

]

(1)

subject to

N
∑

j=1

zjm · cj < τm, ∀m ∈ {1, . . . ,M}, (2)

where D is the training data, ⊙ denotes the element-wise

product. To better balance the loss scales between differ-

ent encoders, we apply focal loss [27] as in [28] to com-

pute λm (we set βfocal to 1), where p denotes the model

posterior of target sequence y given input sequence x:

λm = [1− p(y|x, θ ⊙ zm)]βfocal (3)

Our efficient training pipeline consists of two steps: Step 1

aims at learning masks zm for each subnet nm. Step 2 jointly

trains the supernet and subnets determined by zm to further

enhance WER. We allocate 60% of the total training steps to

Step 1 and 40% to Step 2, as recommended by [22].

A. Step 1 - Learning Subnet Binary Mask

To enable smooth adjustment and gradient-based optimiza-

tion of component inclusion, we propose OrthoSoftmax. This

method uses N softmax functions to compute a soft mask

zm ∈ [0, 1]N , where each value reflects the importance of

different parameter groups. We introduce a learnable score

matrix S ∈ R
N×N , initialized to zeros. Applying N softmax

functions to the rows of S produces the weight matrix W ∈

[0, 1]N×N
, where Wi,j = softmaxi(Si,j) = e

Si,j/T

∑N
j=1

e
Si,j/T ,

softmaxi denotes the ith softmax. Temperature T is annealed

from 1 to a minimum of 0.1 by factor of 0.999992 at each

step. Assuming the maximum number of parameter groups for

subnetwork nm that fit the cost constraint τm is km, we design

the training to achieve the following objectives for the W :

1) Orthogonality: Ensure all row pairs in W are orthogonal.

This will force each softmax selects exactly one non-

overlapping parameter group.

2) Importance Ranking: Ensure that the parameter groups

selected from the upper rows are more critical to ASR

performance than those selected from the lower rows.

we compute zm =
∑km

i=1 Wi,:, zm initially starts with a

uniform distribution and will naturally converge to a km-hot

vector during the training process.

Determine km for Each Subnetwork nm. For each training

step, we compute km that satisfies the cost constraint τm:

km = max{k} s.t.

k
∑

i=1





N
∑

j=1

Wij · cj



 < τm (4)

During training, km will adjust according to W . As each row

Wi,: approaches a one-hot vector, km becomes more reliable.

Orthogonality. The orthogonal constraint helps achieve the

design objective 1. Orthogonal constraints have been used in

other work [29], [30] to improve the numerical stability of

matrices. Assume km is computed in the current training step.

We apply the orthogonal constraint to the top km rows of

the matrix W . For all i, j ∈ {1, . . . , km} with i 6= j, we

expect Wi,: ⊥ Wj.:, meaning Wi,: · Wj,: = 0. Suppose the

product of sub-matrix W1:km,: and its transpose W
⊺

1:km,: is

D ∈ Rkm×km . We aim to force D to be close to the identity

matrix I ∈ {0, 1}km×km by minimizing the Frobenius norm

of their difference. Since D is symmetric, we only take its

upper triangle part, Dut = [Dij | i ≤ j] for loss computation:

Lorthog = ‖Dut − I‖F =

√

√

√

√

km
∑

i=1

(Di,i − 1)2 +

km
∑

i=1

km
∑

j=i+1

D2
i,j (5)

Importance Ranking. Since we select rows from top to

bottom, matrix W is forced to place parameter groups that

are more critical for ASR performance in upper rows. To

elaborate, τm < τm′ implies km < km′ , the parameter groups

selected for subnet nm′ encompass those selected for subnet

nm. The km parameter groups for subnet nm should be the

most important among km′ parameter groups for subnet nm′ .

1) Training Loss: The overall training loss of Step 1 can

be formulated as:

LASR(x, y; θ) + λLASR(x, y; θ ⊙ zm) + βLorthog(W1:km,:), (6)

where m is randomly selected from the set {1, . . . ,M} at each

training step. Compared to Eq.1, Eq.6 trains only the supernet

with one subnet to avoid scaling the training cost with the

number of subnets but still maintain overall performance.

B. Step 2 - Supernet/Subnet Joint Train

In Step 2, zm is rounded to an exact binary vector to define

each nm. We then jointly train the supernet with the selected

subnets to further enhance performance. To improve training

efficiency, in each training step, we apply the sandwich rules

[15] by forwarding only three models at once: the smallest

subnet, the largest subnet, and one medium subnet randomly

sampled from the remaining M−2 subnets. To mitigate mutual

interference between the supernet and subnets, we apply layer

dropout [31] on layers where all groups from that layer are

not selected for the smallest subnet. Additionally, we adapt

the dropout magnitude in the feed-forward module (FFN)

following [14], scaling it by cm
cs

, where cs, cm is the number

of hidden channels in the supernet and subnet nm respectively.

C. Selection Criteria and Granularity

We decompose the Conformer encoder into distinct param-

eter groups with varying granularities and assign each group

a cost based on real-world requirements.

Sparsity/FLOPs-aware Selection. We compute the cost of

each parameter group using two metrics: sparsity and the total

number of floating-point operations (FLOPs). Sparsity, which

is the proportion of zero-valued parameters in a model, directly

affects model size and storage memory. FLOPs is indicative of

inference cost, making it crucial for use cases where inference

speed is critical. We use fvcore1 to calculate the FLOPs.

1https://github.com/facebookresearch/fvcore



TABLE I: ASR results comparison of different training meth-

ods, selection criteria, and granularities for training two

models on the TED-LIUM-v2 test set.

Training

method

Select
criteria

Select
granularity

Large Small
WER

[%]
Params.

[M]
FLOPs

[108]
WER

[%]
separately

-
- 7.8

21.6 2.53
8.2

Aux-Loss block 7.7 8.8

Simple-Top-k

layer
7.7 20.7 2.47 8.3

sparsity
7.7 21.3 2.45 8.2

component 7.8 21.0 2.49 8.5

FLOPs
layer 7.7 20.9 2.46 8.2

component 7.9 20.4 2.45 8.6

L0-Norm sparsity
layer 8.0 20.8 2.48 8.2

component 8.1 20.7 2.48 8.5

OrthoSoftmax

-
layer

7.6 22.8 2.62 8.3

sparsity
7.7 21.5 2.53 8.1

component 7.7 21.0 2.49 8.2

FLOPs
layer 7.8 21.9 2.55 8.1

component∗ 7.7 21.5 2.52 8.0
* used as the baseline for Table II and Table III

Layer/Component-wise Selection. For layer-wise selection,

we perform selection directly on entire FFN, convolution

module (Conv), multi-headed self-attention module (MHSA)

as in [22]. Inspired by [5], we extend the decomposition

granularity to components: hidden channel chunks in FFN,

attention heads in MHSA, and entire Conv layers.

III. EXPERIMENTS

A. Experimental Setup

Our experiments are conducted on 200h TED-LIUM-v2

(TED-v2) [32] and 960h Librispeech (LBS) [33] dataset. We

use a phoneme-based CTC model from the previous work [22]

as baseline. The output labels are 79 end-of-word augmented

phonemes [34]. The acoustic encoder consists of a VGG

front end and 12 Conformer [25] blocks. We set the model

size dmodel to 512 for LBS and 384 for TED-v2 corpus,

respectively. The number of attention heads is dmodel

64 and FFN

intermediate dimensions is 4 × dmodel. For component-wise

selection in Sec II-C, we set channel chunk size to dmodel,

so each FFN layer is decomposed into 4 chunks. The total

number of parameters for TED-v2 is 41.7M with 3.97×108

FLOPs, while for LBS it is 74.2M with 6.19×108 FLOPs. To

ensure a fair comparison, we train for 730k steps in the LBS

experiments and for 380k steps in the TED-v2 experiments

across all methods. The same learning rate schedule from [22]

is used. We apply Viterbi decoding with a 4-gram word-level

language model. We use RETURNN [35] to train the acoustic

models and RASR [36] for recognition. All our config files

and code to reproduce the results can be found online2.

B. 1 Supernet + 1 Subnet

Table I compares ASR results using different training

methods, selection criteria, and granularities on a full-size

supernet and a subnet about half its size. “Separately” refers

to training and tuning the models individually for each size

category. For the Aux-Loss, we add intermediate CTC loss

2https://github.com/rwth-i6/returnn-experiments/tree/master/2024-
orthogonal-softmax

TABLE II: WERs[%] for varying loss scales λ and β in train-

ing two models with OrthoSoftmax FLOPs-aware component-

wise selection on the TED-LIUM-v2 dev and test set.

loss scale λ loss scale β

WER [%]
Large Small

dev test dev test

adaptive

0.5 7.7 7.9 7.8 8.0
1 7.7 7.8 7.9 8.2

1.5 7.7 8.0 7.9 8.3

0 → 1

7.5 7.7 7.9 8.0
0.1 7.5 7.8 8.6 8.9
0.5 7.6 7.9 7.8 8.3
1 7.7 7.9 7.8 7.9

TABLE III: ASR results of ablation study on TED-LIUM-v2

test and dev set. Baseline is ∗ in Table I.

Ablation Study
WER [%]

Large Small
dev test dev test

baseline 7.5 7.7 7.9 8.0

- softmax temperature annealing 7.6 7.7 7.7 7.9

- adaptive dropout in FFN 7.6 7.9 7.7 8.1

- layer dropout 7.5 7.7 7.8 8.0

[37] to the output of 6-th Conformer block. We extend

Simple-Top-k [22] by applying selection criteria. We also

compare with L0-Norm [38], which is widely used in pruning

ASR models [5]–[8] to identify the subnet. We integrate

L0-Norm into Step 1 to calculate the mask z. We use the

implementation from [39] and keep all other training aspects

unchanged for a fair comparison. The results show that the

WERs of Simple-Top-k and L0-Norm degrade for both large

and small models as select granularity becomes finer. This

contrasts with the OrthoSoftmax results, where finer granu-

larity improves subnet selection. Such behavior stems from

inherent limitations in both methods. Simple-Top-k uses STE

and suffers from gradient inconsistency. L0-Norm uses a hard

concrete distribution to relax the binary mask z with a random

variable u ∼ U(0, 1). While this makes z differentiable,

it also introduces training instability due to the fluctuating

influence of u. Finer granularity increases binary elements in

z to be relaxed, exacerbating gradient approximation errors

and hindering model convergence. In contrast, OrthoSoftmax

updates z smoothly across each training step.

C. Ablation Study

Table II compares WERs across different loss scales. The

term “adaptive” refers to using Eq.3, to dynamically adjust

the subnet loss scale at each training step based on its CTC

probability. The results show that compared to constant values,

the adaptive approach effectively balances the supernet and

subnet, resulting in strong performance for both. The term

“0 → 1” indicates that β is linearly increased from 0 to 1

during Step 1. A larger β worsens WER for smaller encoders,

likely due to premature subnet selection from accelerated

softmax orthogonalization. Contrarily, “0 → 1” prioritizes

ASR loss early, enabling more informed component selection

later when their impact on ASR performance is clearer.

Table III shows the impact of each training method. Remov-

ing softmax T annealing in Step 1 slightly improves WER for



TABLE IV: ASR results of three encoders of large, medium,

and small sizes on TED-LIUM-v2 test set

Training
Select
criteria

Select
granularity

Large Medium Small
WER
[%]

Parm.
[M]

FLOPs

[108]
WER
[%]

Parm.
[M]

FLOPs

[108]
WER
[%]

separately
-

- 7.8
28.4 3.01

8.1
14.7 2.06

8.9
Aux-Loss block 7.6 8.0 10.1

Ortho-
Softmax

sparsity
layer 7.7 27.7 2.96 8.0 14.9 2.06 9.0

component 7.8 28.1 2.99 8.1 14.8 2.06 8.8

FLOPs
layer 7.7 28.3 3.00 7.9 15.3 2.09 8.7

component 7.8 28.3 3.00 8.0 15.0 2.07 8.6

TABLE V: ASR results of three encoders of large, medium,

and small sizes on Librispeech test-clean and test-other set.

Training

method

Select
criteria

Select
granl.

Large Medium Small
WER[%] Prm.

[M]
FLOPs

[108]
WER[%] Prm.

[M]
FLOPs

[108]
WER[%]

cln oth cln oth cln oth

separately
-

- 3.3 7.1
49.9 4.50

3.5 7.7
25.7 2.80

3.6 8.4

Aux-Loss block 3.2 6.9 3.6 7.9 4.5 9.7

Ortho-
Softmax

sparsity
layer 3.2 7.1 49.8 4.48 3.3 7.4 25.0 2.74 3.8 9.0
cmp 3.2 6.9 49.8 4.48 3.3 7.3 24.4 2.71 3.7 8.8

FLOPs
layer 3.2 7.1 48.7 4.41 3.2 7.4 26.1 2.81 3.7 8.7
cmp 3.2 7.0 49.8 4.48 3.4 7.5 25.6 2.79 3.6 8.4

small encoders. However, empirical observations show that for

larger k, T annealing can accelerate softmax orthogonalization

and help convergence. Therefore, we retain it in our approach.

D. 1 Supernet + 2 Subnets

Table IV and Table V report the results of jointly training

three encoders on TED-v2 and LBS test set. OrthoSoftmax

significantly outperforms Aux-Loss on medium and small

models. WER discrepancies increase as model size decreases,

likely because Aux-Loss leverages the lower layers at the

bottom, which are used to capture low-level features. For Or-

thoSoftmax, FLOPs-aware selection generally performs better

than sparsity-aware selection. Using components as the gran-

ularity of selection proves more effective than using layers,

especially for small-sized models. The WERs with FLOPs-

aware component-wise selection are at least as good as those

of the individually trained model across all model sizes and

datasets, while significantly reducing training time.

E. 1 Supernet + 4 Subnets

The results shown in Fig.1 are consistent with the observa-

tions in Sec III-D. For both TED-v2 and LBS test sets, the red

line closely matches the blue line, indicating that the FLOPs-

aware component-wise approach achieves on-par WER across

all five models compared to individual training.

F. Remaining Ratio Analysis

Fig.2 shows that Convs are retained the most in all models,

which is also observed in [5], [22], indicating that Convs are

generally more important for the Conformer model. Besides,

we observe that a large portion of the 1st block is retained,

even in the smallest model. This is likely because the 1st block

captures the initial temporal and phonetic characteristics. Also,

fewer parameters are preserved in the lower layers compared

to the higher layers, suggesting that the lower layers of the

Conformer contain more redundancy. Furthermore, the MHSA

heads are distributed sparsely across blocks. The authors of

10 20 30 40
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Param. [M]

W
E

R
[%

]

separately train
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Fig. 1: ASR results comparison of training five encoders.

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100
FFN2 Conv MHSA FFN1

1.94 ×108 (34.1%) FLOPs

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

2.79 ×108 (45.1%) FLOPs

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

3.65 ×108 (58.8%) FLOPs

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

4.92 ×108 (79.3%) FLOPs

Fig. 2: The remaining ratio for each layer in encoders of

varying sizes, trained using the FLOPs-aware component-wise

OrthoSoftmax method, as shown in Fig.1b.

[40] find that only a small subset of heads is crucial, and re-

moving the vast majority of heads does not significantly affect

performance. For smaller models, no MHSAs are preserved in

the upper two layers, which aligns with the conclusion from

[41] that these upper attention layers may be less useful due

to the nearly diagonal attention score matrix. Although not

shown in Fig.2, we observe that sparsity-aware approaches

also select Convs the most. However, compared to the FLOPs-

aware method, they favor FFN components over MHSA heads.

IV. CONCLUSION

In this work, we introduce OrthoSoftmax for learning binary

masks to identify optimal subnets during supernet training.

Additionally, our approach enables subnet selection based

on different levels of granularity and selection criteria. Ex-

perimental results show that FLOPs-aware component-wise

selection performs overall the best. With the same number of

training updates as a single training job, this approach achieves

WERs comparable to or even better than those of individually

trained models across various model sizes. By analyzing the

selected components, we find that the 1st Conformer block is

important, and Convs are the most critical component.
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