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Abstract—This paper explores the rapid development of a
telephone call summarization system utilizing large language
models (LLMs). Our approach involves initial experiments with
prompting existing LLMs to generate summaries of telephone
conversations, followed by the creation of a tailored synthetic
training dataset utilizing stronger frontier models. We place
special focus on the diversity of the generated data and on the
ability to control the length of the generated summaries to meet
various use-case specific requirements. The effectiveness of our
method is evaluated using two state-of-the-art LLM-as-a-judge-
based evaluation techniques to ensure the quality and relevance
of the summaries. Our results show that fine-tuned Llama-2-
7B-based summarization model performs on-par with GPT-4 in
terms of factual accuracy, completeness and conciseness. Our
findings demonstrate the potential for quickly bootstrapping a
practical and efficient call summarization system.

Index Terms—call summarization, large language models,
length control, prompting, fine-tuning

I. INTRODUCTION

In many industries, particularly those involving customer
service, healthcare, and finance, summarizing telephone con-
versations is a crucial task. It is common practice for agents
to summarize calls as part of call wrap procedures to ensure
proper documentation and outline potential follow-ups. This
process can take around 10% of the total call handling time,
representing a significant operational overhead.

Besides reducing this overhead, automatic summarization
of telephone calls offers several advantages: It can provide
higher consistency and reduce the influence of individual
agent biases. Additionally, automated summaries can still be
reviewed and post-edited by agents if necessary, maintaining
a balance between efficiency and accuracy.

Large language models (LLMs) have shown considerable
promise in generating coherent and contextually relevant text.
Very large frontier LLMs like GPT-4 [1] and Llama 3.1
405B [2] have demonstrated strong zero-shot performance
in various tasks, including summarization. However, more
efficient, smaller LLMs still struggle to match this level of
performance. Task-specific training data may enable these
smaller models to close the performance gap, offering a more
resource-efficient alternative for practical applications.

This paper explores the rapid development of a telephone
call summarization system utilizing LLMs. Our approach
involves initial experiments with prompting existing LLMs to

generate summaries of telephone conversations. These experi-
ments provide insights into effective strategies and limitations,
guiding the creation of a tailored training dataset using ad-
vanced frontier LLMs such as GPT-4.

A critical aspect of our research is the ability to control the
length of the generated summaries to meet use-case specific
requirements. We use Llama-2-7B [3] as our base model.
By fine-tuning the model and employing strategic prompting
techniques, we aim to produce high-quality summaries that
adhere to desired length constraints.

To evaluate the effectiveness of our method, we utilize
state-of-the-art LLM-as-a-judge-based evaluation techniques.
The results show that Llama-2-7B model, when fine-tuned on
summarization-specific data is able to produce summaries that
are on par with those generated by GPT-4 in terms of factual
accuracy, completeness, and conciseness. In contrast, when the
model is fine-tuned on task-agnostic, general data, its perfor-
mance significantly deteriorates – even lagging behind that
of the Llama-2-Chat-7B model. This highlights the usefulness
of training with task-specific data. Finally, our experiments
on length-control reveal that training on uniform task-specific
data can weaken the model’s instruction-following ability.
However, incorporating varying length-specific instructions
into synthetic data generation can help restore this capability.
Our findings highlight the potential for quickly bootstrapping
a practical and efficient call summarization system.

This paper is structured as follows: Section II introduces the
telephone conversation corpus used in this work. Section III
details the prompting techniques and synthetic data generation
process. Section IV describes the models and approaches used
for fine-tuning. Section V presents the evaluation methods and
results, focusing on length adherence and utilizing LLM-as-
a-judge evaluation. Section VI reviews related work in the
field of call summarization and LLMs. Finally, Section VII
concludes the paper with a discussion of our findings and
future research directions.

II. TELEPHONE CALL CORPUS

For this work, we utilized a corpus of 2,331 simulated
telephone recordings. We did not use real customer conver-
sations to avoid any privacy concerns. The simulated corpus
was originally created to augment AppTek’s automatic speech



TABLE I
STATISTICS OF THE TRAINING, VALIDATION, AND TEST SPLITS OF THE

SIMULATED CALL-CENTER CALLS

Train Validation Test

Number of Calls 2,231 50 50
Average # Turns per Call 164.3 190.5 131.0
Average # Words per Turn 17.7 15.6 18.3
# of unique words 44,506 6,918 6,268

TABLE II
DISTRIBUTION OF ACCENTS IN THE TRAINING, VALIDATION, AND TEST

SPLITS OF THE SIMULATED CALL-CENTER CALLS

Train Validation Test

African American 504 12 14
Chinese 140 5 0
Hispanic 1,018 16 25
Southern 569 17 11

recognition training data, focusing specifically on US English
accented speech, including accents from African American,
Hispanic, Chinese, and Southern speakers.

The recordings in this corpus were performed by 479
speakers from AppTek’s data workforce representing a range
of accents. Each pair of speakers was provided with a specific
topic to discuss during their conversation. Topics included for
example travel, insurance and movies, ensuring a wide variety
of conversational content.

Table I contains detailed statistics on the training, validation,
and test data used in our experiments. Additionally, Table II
shows the distribution of accents within the data. By using this
diverse and controlled dataset, we were able to systematically
explore the performance of our telephone call summarization
system without compromising privacy or relying on actual
customer data.

III. SYNTHETIC DATA GENERATION AND PROMPTING

Due to the high costs and effort involved in human data
annotation, we opted to generate synthetic summaries of call
transcripts using GPT-4 [1], which is a strong external model
capable of producing high-quality summaries. This approach
allowed us to automatically generate a large volume of sum-
maries for model supervision while minimizing costs.

To generate high-quality summaries, we first preprocess the
call transcripts by extracting speaker tags from the raw data
and incorporating them into the transcript. The inclusion of
speaker information aims to provide additional context that
the model can utilize when generating summaries. While our
system is entirely text-based, this step also considers potential
future applications, such as multimodal models that process
audio inputs from call recordings to produce text summaries,
where speaker information could be valuable. We anonymize
the speaker tags, labeling them as speaker 0 and speaker
1 when two speaker channels are present. Although more
detailed speaker information could be included, it falls outside
the scope of this work.

In addition to including speaker tags, we also account for
longer context lengths. Given that GPT-4 supports a larger
context window (8k) compared to our Llama2 [3] base model
(4k), generating synthetic data with a context size larger
than our model’s capacity is inefficient. Therefore, when
necessary, we truncate the left side of the context to ensure
that the combined call transcript and summarization prompt
fit within our model’s context window. While this may impact
summarization quality, it is a necessary compromise we have
to make.

Prompting is an important part of the LLM pipeline as it
aligns the model behavior with the user purpose [4]. Due
to our above-mentioned context pruning method and findings
from our preliminary experiments—where prompts positioned
closer to the current content produced better results compared
to those positioned further away (e.g., “Summarize the call
transcript above” at the end yielded better outcomes than
“Summarize the call transcript below” at the beginning)—we
adopt a transcript-first-and-prompt-last format for prompting.

We define three categories for summarization-specific
prompts, namely “default”, “general” and “length-oriented”.
Detailed prompts can be found in Table III. The “default”
category includes a straightforward command that instructs
the model to summarize the call transcript. This serves as the
baseline prompt. For the “general” category, we used GPT-
4 to generate a range of summarization prompts focusing on
various aspects such as content, sentiment, next steps, and so
on. We then reviewed these prompts manually and selected
those that met our quality criteria.

Finally, for the “length-oriented” category, we used six
prompt variants, each imposing specific constraints in sentence
count, word count or paragraph count to control the summary
length. The objective of this category was to train the model
to adhere to length-specific instructions. We anticipated that
exposure to such length-specific prompts during training would
enable the model to follow these instructions, thereby provid-
ing a ’soft’ mechanism for length control during testing.

This way, in total, we considered 20 summarization-specific
prompts, and for each transcript during training, we randomly
sampled five variants from this pool of prompts.

Next, we selected a simple and straightforward system
prompt for telephone call summarization: “You are good
at summarizing call transcripts.” It is arguable if such a
system prompt is even needed for a task-specific model,
especially when alternative system prompts are foreign to the
model. However, considering that our models also see general
instruction data during training (described in Section IV),
i.e. other instructions that are not summarization-specific, we
nonetheless include this system prompt to better align the
model to the summarization objective.

IV. FINE-TUNING

In this section, we discuss the fine-tuning process that we
employed to enhance the model’s summarization performance.
As we want to preserve the general-domain instruction follow-
ing capabilities of the model, we also train our model on non-



TABLE III
LIST OF SUMMARIZATION-SPECIFIC PROMPTS IN THE DEFAULT, GENERAL AND LENGTH-SPECIFIC CATEGORY USED IN THIS WORK

Category Prompts

Default 1. Summarize the call transcript above.

General

1. From the call transcript above, extract and summarize important points about 1. call intent, 2. next steps, 3. outcome.
2. Summarize the key issues and resolutions discussed in this call center transcript.
3. Provide a brief summary of the customer’s issue and the call center agent’s response from the transcript.
4. Extract and summarize the main points of discussion, including any action items, from this call transcript.
5. Generate a brief overview of the call, highlighting any commitments or follow-ups mentioned in the transcript.
6. Analyze this call transcript and summarize the outcome of the customer service interaction.
7. Summarize the steps taken by the agent to address the customer’s issue in this call transcript.
8. Briefly summarize the key facts of the customer’s inquiry and the agent’s assistance from this transcript.
9. From the transcript, summarize the customer’s feedback and how the call center agent handled it.

10. Summarize the customer’s issue and the steps discussed in the call transcript.
11. From the transcript, create a summary of any technical issues reported and the solutions provided.
12. Create a summary of the call transcript, focusing on the customer satisfaction level by the end.
13. Summarize the emotional tone of the customer and the empathy expressed by the agent in the call transcript.

Length

1. Summarize the call transcript above in one sentence.
2. Summarize the call transcript above in two sentences.
3. Summarize the call transcript above in 50 words.
4. Summarize the call transcript above in 100 words.
5. Summarize the call transcript above in one paragraph.
6. Summarize the call transcript above in two paragraphs.

summarization-specific instruction fine-tuning data. We start
this section by describing this data followed by an overview
of our training setup.

A. General-domain Instruction Fine-Tuning Data

Besides the summarization-specific instruction fine-tuning
(IFT) data, we extend the training data with general-domain
data to improve the instruction following capabilities and
robustness of the model. We refer to this data as Our IFT
data and use the same data mixture described in our previous
work [5]. Specifically, we include the following subsets:

• an internal high-quality set of 700 prompt-completion
pairs originally collected by AppTek

• Databricks Dolly [6] the first openly available human-
generated IFT dataset with a permissive license consisting
of 15,001 prompt and completion pairs across 7 task
categories

• the English subset of OpenAssistant Conversations 1
(OASST-1) [7] taking only the best-rated conversations,
resulting in 3,783 conversations.

• 3,282 question-and-answer pairs from StackExchange
• a subset of 45,000 samples from FLAN v2 and CoT [8]
• Llama-2 Safety consisting of 939 refusals to prompts in

the Do-Not-Answer dataset [9] synthetically generated
using Llama-2-Chat-70B [10]

In the following we refer to all Llama-2-7B models that are
fine-tuned on this data as Llama-2-7B-Our.

B. Summarization-specific Instruction Fine-Tuning Data

Using the three categories of summarization-specific
prompts outlined in Table III and following the methodology
described in Section III, we generate three distinct types of
summarization-specific IFT data using GPT-4: Default, Gen-
eral, and Length-specific Summarization IFT, which contain

580, 7,248, and 3,327 instances, respectively. We then fine-
tune Llama-2-7B [3] using various combinations of this data,
resulting in seven different summarization-specific IFT model
variants, as shown in Table IV.

C. Training Setup

We use a fork of NVIDIA’s Megatron-LM [11] by the EPFL
LLM Team [12, 13] for IFT training. We use a cosine learning
rate schedule with a peak learning rate of 10−5 and a warm-
up of 100 steps. The batch size is set to 64 and we use the
full sequence length of 4096 tokens. For regularization, we
use weight decay of 10−2 and dropout as used for LIMA
[14]. Since the exact summarization instruction data seen by
each model variant differs, the number of training steps also
differ. That said, because our general-domain instruction data
(in comparison to summarization-specific instruction data)
still makes up the majority of the total instruction data, this
difference is not significant among the models, ranging from
1814 training steps to 2337 training steps. All models are
trained on 4xA100 80GB GPUs utilizing pipeline parallelism
and using full weight fine-tuning.

We use Chat Markup Language12 as prompt template to
format the IFT data, which results in the following format:

<|im_start|>system
[system_prompt]<|im_end|>
<|im_start|>user
[call_transcript]
[summarization_prompt]<|im_end|>
<|im_start|>assistant
[call_summary]<|im_end|>

1https://github.com/openai/openai-python/blob/release-v0.28.0/chatml.md
2https://learn.microsoft.com/en-us/azure/ai-services/openai/how-to/

chat-markup-language



Fig. 1. Definition of the completeness rubric in Prometheus-Eval

The fields in square brackets (including the brackets them-
selves) are replaced by the actual data. During training, the
call summary is replaced by the summary produced by GPT-
4. During testing, the model is provided with the prompt until
assistant and the model generates both the summary and
the special end symbol.

V. EVALUATION

For evaluation, we focus on two aspects. First, the general
quality of the generated summaries is evaluated using LLM-
as-a-Judge approaches. Second, we analyze the effect of our
approaches on the length adherence of the resulting models.

As baselines, we consider GPT-4 [1] and Llama-2-Chat-
7B [10], which was instruction fine-tuned on general domain
data as well as further tuned using reinforcement learning from
human feedback. We perform greedy decoding and set the
maximum completion length to 256. If not stated otherwise all
models are prompted with the default summarization prompt
described in Section III.

A. LLM-as-a-Judge

We evaluate our models using LLM-as-a-judge based
evaluation methods, specifically, Prometheus-Eval [15] and
FineSurE [16]. These approaches provide a framework for
evaluating models against various task-relevant criteria. For
summaries to be useful, it is important that they contain a
gist of all the key facts discussed in the call, without any
misleading information. To ensure this, we perform a multi-
dimensional evaluation.

For evaluation with Prometheus-Eval [15], we utilize
two predefined rubrics to determine if the summaries
are non-misleading (HONESTY) and factually accurate
(FACTUAL_VALIDITY). Additionally, we introduce a cus-
tom rubric to assess if a summary includes all the main
points discussed in the call (COMPLETENESS) (see Figure 1).
The summaries are evaluated using the Prometheus-8x7B
model [15], which assigns a Likert-scale score from 1 to 5
for each rubric per summary.

Fig. 2. Prompt for Key Fact Extraction from Call Transcript

FineSurE [16], unlike Prometheus-Eval, is specifically de-
signed for fine-grained summarization evaluation. It assesses
summaries from three perspectives: Faithfulness, Complete-
ness, and Conciseness. FAITHFULNESS is evaluated by de-
termining the proportion of sentences in the summary that
are factually correct, ensuring the summary is free from
factual errors. COMPLETENESS is measured as the ratio of
the number of key facts from the transcript that are effectively
covered in the summary to the total number of key facts ex-
tracted from the summary, ensuring the summary is thorough.
CONCISENESS is determined by the ratio of the number of
sentences that contain relevant key facts to the total number
of sentences in the summary, thereby evaluating the brevity of
the summary. We report the percentage scores for each metric.
Key fact extraction and evaluation of the summaries is done
using GPT-4o (gpt-4o-2024-05-13). The default prompt for
key fact extraction in FineSurE requires a reference summary.
However, since we do not have reference summaries in our
test set, we extract key facts directly from the call transcript,
using the prompt template shown in Figure 2.

Table IV presents the results with average scores per metric.
Bold numbers highlight the best overall score per metric,
while the second-best scores are underlined. We first note
that the Llama-2-7B-Our model trained only on the general-
domain IFT data slightly lacks behind Llama-2-Chat-7B across
all metrics. This can be explained by the larger amount
of IFT data and additional RLHF fine-tuning that Llama-2-
Chat-7B received. Including summarization-specific IFT data
significantly improves the performance of the model across
all metrics with results that are on-par with GPT-4. While our
models still slightly lagging behind GPT-4 in faithfulness and
factual validity but surpassing it in completeness and honesty.
Notably, all variants of our summarization IFT models signif-
icantly outperform Llama-2-Chat-7B across all metrics from



TABLE IV
EVALUATION WITH LLM-AS-A-JUDGE APPROACHES: FINESURE AND PROMETHEUS-EVAL.

BOLD NUMBERS HIGHLIGHT THE BEST OVERALL SCORE PER METRIC, WHILE THE SECOND-BEST SCORES ARE UNDERLINED.

Summarization IFT FineSurE Prometheus 8x7B

Model Default General Length Faithfulness Completeness Conciseness Factual Validity Honesty Completeness Avg.

GPT-4 88.90 30.50 70.70 4.22 4.56 3.80 33.78
Llama-2-Chat-7B 63.30 24.50 50.90 3.84 4.22 3.60 25.06

Llama-2-7B-Our 60.00 13.10 41.60 2.60 3.06 2.46 20.47
✓ 78.30 36.20 64.30 4.04 4.56 3.72 31.85

✓ 86.00 32.30 61.30 4.08 4.34 3.74 31.96
✓ 81.70 34.80 70.30 4.12 4.64 3.76 33.22

✓ ✓ 81.20 36.00 63.10 4.06 4.40 3.88 32.11
✓ ✓ 81.40 37.70 67.60 3.98 4.46 3.76 33.15

✓ ✓ 80.40 35.20 66.90 4.08 4.54 3.82 32.49
✓ ✓ ✓ 84.40 35.70 67.00 4.12 4.46 3.74 33.24

both FineSurE and Prometheus-Eval. Taking an average over
all metrics, our best-performing model is the one trained on
all three summarization-specific IFT categories, only slightly
behind GPT-4.

Looking at the Completeness that is the only dimension
in common of both evaluation frameworks, we observe some
differences in the ranking of the best performing systems.
Analyzing this in more detailed reveals that the FineSurE
completeness results negatively correlates with the length
of the telephone calls. The longer the call, the higher the
probability that key facts from the call are not covered in
the summary. As Prometheus-Eval performs the evaluation in
a single step, it is less affected by the length of the call, and
we do not observe any correlation to the call length.

Since Prometheus-8x7B was not trained on our manually
defined COMPLETENESS rubric, we conducted an additional
evaluation of the summaries generated by the baseline models
and a selected IFT variant using GPT-4 within the Prometheus-
Eval framework. Among the summarization IFT model vari-
ants, although there is no clear winner, we choose Llama-2-7B-
Our trained on all three categories of summarization-specific
IFT data for further evaluation with GPT-4. This choice was
made based on its relatively superior performance across all
metrics. Results in Table V demonstrate that the summaries
generated by our selected IFT model are comparable in quality
to those produced by GPT-4. This further indicates that task-
specific data, when used with smaller and more resource-
efficient models, can help bridge the performance gap. We
present some example summaries from the three models in
Table VII.

B. Length Adherence

We further assess the effectiveness of length-oriented sum-
marization IFT by testing the IFT variants with prompts that
include specific length constraints and report the percentage
of summaries that adhered to these constraints. The prompts
used for this evaluation are: Summarize the call transcript
above in 50 words and Summarize the call transcript above
in 100 words which were both part of the length-specific
summarization IFT data.

TABLE V
EVALUATION WITH GPT-4 AS A JUDGE. LLAMA-2-7B-OUR SUMM. IS

TRAINED ON ALL THREE TYPES OF SUMMARIZATION IFT DATA.

GPT-4

Model Factual Validity Honesty Completeness

GPT-4 4.80 4.78 4.52
Llama-2-Chat-7B 3.98 4.48 4.14

Llama-2-7B-Our Summ. 4.80 4.90 4.68

TABLE VI
LENGTH ADHERENCE: PERCENTAGE OF SUMMARIES GENERATED BY

LLAMA-2-7B-OUR MODELS THAT ADHERE TO THE LENGTH CONSTRAINT
GIVEN IN THE PROMPT.

Summarization IFT

Default General Length 50 words 100 words

44% 68%
✓ 0% 28%

✓ 2% 20%
✓ 44% 48%

✓ ✓ 0% 22%
✓ ✓ 42% 58%

✓ ✓ 50% 54%
✓ ✓ ✓ 56% 60%

The results are shown in Table VI. We first observe that the
model trained on general-domain IFT data only (Llama-2-7B-
Our) adheres to the length constraints. When incorporating
summarization-specific IFT data without length constraints
(Default and General), the model’s adherence to the length
constraints significantly degrades. We assume this is caused by
the model overfitting to summarization lengths that occur in
this data. However, incorporating length-specific instructions
into the summarization-specific data restores this capability.
Finally, we observe that even the best performing models
only achieve adherence rates of around 60%, indicating that
there is still room for improvement in this area. Possible
solutions could include filtering the synthetically generated
data or incorporating even more and diverse length-specific
data.



TABLE VII
EXAMPLE SUMMARIES

GPT-4 Llama-2-Chat-7B Llama-2-7B-Our Summ.

Speaker 1, a representative of an airlines, confirms a first-
class seat upgrade for Speaker 2, who is traveling alone
on business to Alaska. Speaker 2 shares that they will be
representing a startup ice cream company at a convention
in Alaska. Speaker 1 verifies that the upgrade includes
inflight meals, or an alternative of snacks, early check-
in, and the journey is from 22nd to 28th, while using
only a portion of Speaker 2’s reward points. Speaker 2
appreciates Speaker 1’s help. The call ends with mutual
courteous exchanges.

A customer named Jane Leveque called
<initial>KNW</initial> Airlines to upgrade her
seat from economy to first class for her upcoming
flight from Boston to Anchorage, Alaska. The customer
service representative, speaker 1, was able to upgrade
Jane’s seat using 500,000 of her 1.5 million reward
points. Jane was also able to choose her in-flight meal
in advance and will have early check-in for her flight.
The representative confirmed the details of Jane’s flight
and thanked her for calling <initial>KNW</initial>
Airlines.

Speaker 1, an airline representative, is assisting Speaker
2, Jane Leveque, with a seat upgrade for her upcoming
flight from Boston to Alaska. Jane has a significant
amount of reward points, 1.5 million, which allows her
to upgrade to first class without using all of her points.
The representative explains the benefits of the first-class
ticket, including two baggage check-ins, priority TSA
line, free in-flight meal, and free beverages. Jane plans
to represent a new ice cream company at a convention
in Alaska and is excited about the opportunity. The rep-
resentative confirms that Jane can check in for her flight
anytime and also offers snacks in addition to the meal.
Jane appreciates the representative’s help and confirms
that she has no more questions. The representative thanks
Jane for choosing their airline and wishes her a great
flight.

In the conversation, Speaker 1 and Speaker 2 discuss
their thoughts about certain movies. Speaker 2 starts by
expressing dissatisfaction about ”La Llorona”, critiquing
its American setting and the movie’s excessive use of
screaming. She suggests the film would have been better
if set in Mexico and lamented that it wasn’t as expected.
Adding to the conversation, Speaker 1 expresses disap-
pointment about a few films, mentioning ”Soul Plane”
and ”Snakes on a Plane” as two they didn’t enjoy.
Speaker 1 criticizes specific plot points as absurd and the
overall quality poor. Toward the end of the conversation,
the idea of a movie night with friends in two weeks is
proposed by Speaker 2. Speaker 1 agrees to the plan and
suggests Speaker 2 make a call once the date is set. The
call ends on friendly terms.

Two friends, Speaker 1 and Speaker 2, had a conver-
sation about their favorite horror movies and shared
their opinions on different films. They discussed var-
ious movies, including ”The Others,” ”Strangers,”
”Poltergeist,” and ”The Never Ending Story.” They also
shared their thoughts on love stories and mentioned a
few movies they didn’t enjoy, such as ”La Llorona”
and ”Soul Plane.” The conversation was lighthearted and
friendly, with the two friends expressing their enthusiasm
for movie nights and sharing their love for cinema.

Speakers 1 and 2 discuss their favorite movies, in-
cluding horror, thriller, and romantic genres. Speaker
1 shares their love for the movie ”Tuck Everlasting,”
while Speaker 2 expresses disappointment in the movie
”La Llorona.” They also discuss the movies ”The Never
Ending Story,” ”The Exorcist,” and ”Drag Me to Hell.”
Towards the end of the conversation, they plan a movie
night with friends and agree to coordinate their schedules
in two weeks.

VI. RELATED WORK

While there is some previous work studying both extractive
[17] as well as abstractive [18] telephone call summarization,
most recent work using LLMs focuses one news summariza-
tion [19, 20]. Most related to our work is recent efforts on
using LLMs for written dialog summarization [21, 22]. Asi et
al. utilize commercial API models for telephone conversation
[23] while in our approach we distill the summarization
capabilities of a frontier LLM to a small LLM. Concurrently
to our work, Mullick et al. explore the use of synthetic data
for domain-specific document summarization [24].

Length control is a common requirement for abstractive
summarization systems. While LLMs allow to define arbitrary
constraints in natural language, previous systems often relied
on special control tokens [25]. In addition to supervised fine-
tuning, previous work also utilized reinforcement learning [26]
or preference optimization [27] to enable length control in text
generation models.

VII. CONCLUSION

In this paper, we explored the rapid development of a
telephone call summarization system utilizing LLMs, with a
particular emphasis on achieving high performance by utilizing
small models. Our experiments demonstrate that it is possible
to significantly close the gap between small use-case-specific
LLMs and frontier models like GPT-4, even in the absence
of use-case-specific data. By generating a tailored synthetic
training dataset, we are able to fine-tune a 7B parameter

model to achieve summarization capabilities approaching or
even slightly exceeding the performance of GPT-4 in key
metrics. Our results show that the diversity of the prompts
in the synthetically generated data is crucial to improving
performance — even if just a single prompt is used for
evaluation. Further, our analysis and experiments on length
control show that training on homogeneous task-specific data
can deteriorate instruction following capabilities. We show
that, at least for length control, this specific capability can
be recovered by augmenting the synthetic data generation.

While our results are promising, they represent an initial
step in the broader development of a robust call summarization
system. Future research should focus on addressing several
important areas that were not fully explored in this study.
These include the impact of speech recognition errors, the
impact of text normalization (e.g. conversion of spoken to
written numbers) and the impact of personal identifiable
information that is often redacted in contact center transcripts.
Additionally, previous work has shown that pre-training or
continued pre-training on in-domain data (i.e. call transcripts
in case) can improve the downstream performance of LLMs
[5, 13, 28]. Further, while our synthetic dataset was effective
for fine-tuning, real-world data from the specific domain of
application is expected to provide additional benefits, leading
to even higher levels of performance and reliability. Finally,
while LLM-as-a-judge approaches provide a useful evaluation
framework, human evaluation is still necessary to assess the
real-world utility and to make deployment decisions.
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