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Abstract—The task of fine-grained visual categorization is related to both general object recognition and specialized tasks such as face recognition. Hence, we propose to combine two methods popular for general object recognition and face recognition to build a new model-free system for fine-grained visual categorization. Specifically, we use Local Naive-Bayes Nearest Neighbor (LNBNN) and 2D-Warping algorithms. In [16] the computational efficiency and recognition performance of NBNN is further improved by a variation of the algorithm which is based on local neighborhoods within a single search structure over the complete training set (LNBNN).

Considering the good recognition performance of 2DW and the efficiency of NBNN/LNBNN, we propose to combine these approaches to a model-free classification framework for FGVC. In this framework, LNBNN is used to find a pre-selection of classes which are likely to be correct. This is done in an attempt to significantly reduce the size of the training set used for 2DW in order to counteract the high complexity. Thus, applying 2DW in this manner can be seen as a refinement step. This is conceptually equivalent to pre-filtering in image retrieval (e.g. [19]), where a fast pre-filter is applied before using a more accurate ranking function. Additionally, we explore how the final matching alignments between test and training images computed by 2DW can be used for classification. Specifically, we aim to use image-to-class distances since this is known to perform better than image-to-image distances [3].

The paper is structured as follows. In Section II we give a short overview of the state-of-the-art in FGVC. This is followed by a brief review of NBNN/LNBNN and 2DW in Section III. A detailed description of our recognition framework is given in Section IV and an evaluation in Section V. Finally, we conclude our findings in Section VI.

II. RELATED WORK

Several different approaches to FGVC have been proposed in the past years. The work in [8], [27] tries to adapt the poselet-approach [4] known from body parts detection. In [2] part-based high-level features are learned. The work in [26] tries to avoid visual codebooks and human annotations by defining an image representation based on template matching. In [25] segmentation of semantic regions, hierarchical structure learning and geometric visual phrases are combined to one FGVC framework. The authors of [10] propose a rough alignment based on shape-masks obtained through segmentation. Some approaches are based on human feedback, e.g. the work in [22] where part-detectors and classifiers are refined by asking a user questions about part locations and attributes.

There is also a number of methods based on Deformable Part Models (DPM) [9]. In [5] the authors propose a model based on symbiotic segmentation and part localization using DPM, while the work in [17] detects a characteristic part of the object using DPMs and uses segmentation afterwards. Another example are Deformable Part Detectors [28], where descriptors are computed after a pose-normalization step using DPMs. This approach was improved by using deep convolutional neural network features (DeCaf) [6].
However, none of these works explored, whether 2DW with full 2D descriptor dependencies is helpful for FGVC.

Noteworthy is also the work in [24] and [12], where image-to-class distances are proposed for face recognition. However, this is done with many restrictions and without considering 2D-dependencies. In [30] an image-to-class distance for image classification is introduced on a more abstract level. The authors represent an image class as a composition of objects and learn a distance based on matching these objects.

III. BACKGROUND

For the rest of the paper, we assume we have given a set of training images \( R \), a set of test images \( X \) and a set of classes \( C \). Each class has \( N_c \) images. The goal is to find the classes of the test images. Extracting features with a dense grid on a test image \( X \in X \) leads to a set of \( D_X \) descriptors. The image is then represented as \( X = \{ x_{1,1}, ..., x_{I,J} \} \), where \( x_{i,j} \) is the descriptor for grid position \((i,j)\). Analogously a training image is represented as \( R = \{ r_{1,1}, ..., r_{U,V} \} \). Additionally, we have a function \( d(x_{i,j}, r_{u,v}) \) that measures the distance between two descriptors, e.g. the \( \ell^1 \)-norm or \( \ell^2 \)-norm.

A. NBNN/LNBNN

The NBNN algorithm proposed in [3] is a simple yet powerful classification algorithm. To classify a test image \( X \), NBNN computes a score for each class \( c \in C \) by accumulating the distances of each descriptor \( d_i \) to it’s nearest neighbor in class \( c \). This defines an image-to-class distance since the match of each descriptor can be from anywhere within the class and not just a specific image. Each descriptor is matched independently implementing the Naive-Bayes assumption. This is summarized in the decision rule

\[
\hat{c} = \arg\min_c \left\{ \sum_{i,j} d(x_{i,j}, NN_c(x_{i,j})) \right\}
\]

where \( NN_c(x_{i,j}) \) returns the nearest neighbor of \( x_{i,j} \) for class \( c \). By using KD-Trees (one for each class) the nearest neighbor search can be done relatively efficiently.

Recently, the work in [16] advanced this idea by changing the nearest neighbor search to a local procedure. Instead of finding the best matching descriptor of each class, the authors propose to search for the best \( k \) matches in the complete training set defining a local neighborhood of the descriptor. To get a score for class \( c \) the lowest distances to a descriptor of class \( c \) present in the set of best \( k \) matches are accumulated. In case there is no descriptor of class \( c \) in the set, the distance to the \( k+1 \)-th descriptor is used. The advantage of this algorithm is that only one search structure is needed and the properties of KD-trees can be better exploited leading to a faster algorithm. Additionally, the authors observed an increase in recognition accuracy. For these two reasons we select LNBNN as pre-selection method in our framework.

B. 2D-Warping (2DW)

One drawback of the NBNN/LNBNN algorithm is the independence (Naive Bayes) assumption. If the descriptors of the test image are warped independently, it is difficult to capture the geometric structures in the image. One possibility to improve this is to use absolute warping penalties by appending the corresponding pixel coordinates to the descriptors [3], weighted by a factor \( \alpha \). This encourages descriptors to be warped to roughly the same position in the target image. This leads to smoother warping, but assumes that the images are well aligned. Another possibility is to add local context to the distance function as it is used by many of the 2DW algorithms [18], [11]. Instead of comparing two descriptors directly, the distances of two patches centered around the descriptor positions is computed.

In the case of face recognition, which can be seen as an extreme case of FGVC, 2DW algorithms have been successfully applied [18], [1], [11]. These algorithms aim to reach smooth deformations by explicitly considering the neighborhood dependencies in a 2D grid. In [18], [11] general 2DW is defined as follows. Given a test image \( X \) and a training image \( R \) the goal is to find a mapping \((i,j) \rightarrow (u,v) = w_{ij}\) which is minimal according to the energy function [18]

\[
E(X, R, \{ w_{ij} \}) = \sum_{i,j} \left[ d(x_{ij}, w_{ij} \cdot T) + T(w_{ij-1} - w_{ij}) + T(w_{ij-1} - w_{ij}) \right]
\]

where \( T(\cdot) \) is a relative warping penalty or smoothness function. Hard geometric constraints can be integrated into the penalty that enforce monotonicity and continuity for the warping mapping [20]. These constraints are used in [18], [11], but lead to certain restrictions. For example, no mirroring and no rotations bigger than 90 degrees are possible. This means that either all variability must be covered in the training data or the data needs to be normalized.

In contrast to NBNN/LNBNN (which can also be written as energy function), the minimization of Formula 1 leads to direct image-to-image distances which can be used in the following 1-NN decision rule

\[
\hat{c} = \arg\min_c \left\{ \min_{c=1}^{N_c} \left\{ \hat{E}(X, R^{c,n}, \{ \hat{w}_{ij} \}) \right\} \right\}
\]

where \( \hat{E}(X, R, \{ \hat{w}_{ij} \}) \) is the minimized energy for matching \( X \) and \( R \), \( \hat{w}_{ij} \) is the corresponding warping mapping and \( N_c \) is the number of training images in class \( c \).

Since general 2DW with full 2D-dependencies is NP-complete [14], some algorithms optimize this function by relaxing the problem (e.g. by discarding some dependencies), while other algorithms keep all dependencies and try to find an approximative solution [18], [11]. In particular, in [11] an algorithm based on dynamic programming in a two-level procedure (2LDP) was proposed. It works by sequentially computing hypotheses for the columns of the test image and selecting the best sequence of these hypotheses as solution. With this approach the authors achieved state-of-the-art results for pose-invariant face recognition tasks.

IV. OUR APPROACH

Our approach combines LNBNN and 2DW. To classify an image we first apply LNBNN to find the \( m \) most likely classes. This is followed by a refinement step where we use
2DW on a training set reduced to the \( m \) most likely classes. In particular, we select the two-level dynamic programming algorithm proposed in [11] for 2DW, but also other algorithms could be used. The results obtained by previous work on FGVC (e.g. [8], [27], [2], [28]) suggest that a part-based approach is favorable. Also for LNBNN and 2DW, too much background information can significantly influence the performance negatively. For this reason, we adopt the part-based concept for 2DW and LNBNN.

### A. Part-based Matching

We divide the object in \( P \) different semantic course parts (e.g. the head and the body of a bird [8]) described by rectangular bounding boxes and match each part independently. The resulting scores are then combined by a weighted summation similar to [30] (the parts in our case correspond to the objects in [30]). On the one hand, each part has a fixed weight \( \tau_p \) to regulate the contribution of part \( p \in P \). On the other hand the dimensions of the bounding boxes can be different for each test image and part which leads to non-comparable matching scores. Therefore the scores are normalized given the bounding-box dimensions. In case of 2DW this leads to new energies computed by

\[
\hat{E}(X,R,\{\hat{w}_{ij}\}) = \sum_p \frac{1}{D_{Xp}} \cdot \tau_p \cdot \hat{E}(X,R_p,\{\hat{w}_{ij}\})
\]  

which can be directly substituted into the inner minimization of Formula 2:

\[
\min_{n \in \{1,...,N_c\}} \left\{ \sum_p \frac{\tau_p}{D_{Xp}} \cdot \hat{E}(X,R_p^{(n)},\{\hat{w}_{ij}\}) \right\}
\]

Note that Formula 4 ties the energies of matching all parts of the test image to the same training image. However, it is possible that better training matches for the different parts of the test image can be found in several different training images (e.g. the head of a bird in a test image is matched to one training image while the body is matched to another training image)[30]. For this reason the minimization over the training images is moved into the sum over the parts

\[
\sum_p \left[ \frac{\tau_p}{D_{Xp}} \cdot \min_{n \in \{1,...,N_c\}} \left\{ \hat{E}(X,R_p^{(n)},\{\hat{w}_{ij}\}) \right\} \right]
\]

This way, each part of the test image is warped independently and the best results are used for the final score. This is very similar to NBNN, but on part level (NBNN matches descriptors, while here parts are matched). The formula for LNBNN can be derived analogously.

### B. Part-based best-k Accumulation (PartAcc)

The decision rule in Formula 5 describes the case of 1-NN. Naturally, this can also be extended for k-NN classification, where \( k > 1 \). However, one of the most important results of [3] is that image-to-class distances lead to a better performance than direct image-to-image distances. Thus, instead of computing the \( k \) nearest neighbors of the current part of the test image \( (X_p) \) and using a voting-scheme, we compute the best \( k \) matches for \( X_p \) in each class and sum up the corresponding scores to get one final image-to-class distance (c.f. Algorithm 1). Note that this is done after the 2DW alignments have been computed using 2LDP and for each part independently (within the summation over \( p \) in Formula 5).

#### Algorithm 1 Part-based best-k Accumulation (PartAcc)

**Require:** Test part \( X_p \), training classes \( C \) with images \( R_p \), \( k \) and the warping algorithm \( 2LDP(X_p,R_p) \) that returns the energy cost of matching \( X_p \) to \( R_p \).

1. for \( C \) in \( C \) do
2. for \( R_p \) in \( R_p \) do
3. \( \text{image_scores}[R_p] \leftarrow 2LDP(X_p,R_p) \)
4. end for
5. sort(image_scores, ascending)
6. \( \text{class_scores}[C] \leftarrow \sum_{R_p=0}^{k-1} \text{image_scores}[R_p] \)
7. end for
8. return \( \text{class_scores} \)

#### C. Pixel-based best-k Accumulation (PixelAcc)

The part-based accumulation in Algorithm 1 uses the minimized energies for each part-matching \((X_p, R_p^{(n)})\) directly in the nearest neighbor classification. This means that for each energy all pixels from \( X_p \) must be matched to the same \( R_p^{(n)} \). However, due to occlusions or pose-variations it might be better to split this up on the pixel-level. For this reason we propose a pixel-based best-k accumulation approach. For simplicity we again consider the case \( k = 1 \). When \( X_p \) is matched to a set of \( N_c \) training images of a specific class \( c \), \( N_c \) different alignments are computed. Specifically, each pixel \((i,j)\) in \( X_p \) has \( N_c \) different alignments \( \hat{w}_{ij}^{(n)} \), one in each training image. For the case of PartAcc (c.f. Formula 5) when the costs for each pixel \((i,j)\) are accumulated, the \( n \) in all \( \hat{w}_{ij}^{(n)} \) must be the same. If we discard this restriction, each pixel in \( X_p \) can be matched to a different image. However, the warping penalty is only meaningful, if the neighboring pixels in \( X_p \) are matched to the same \( R_p^{(n)} \). For this reason, we first transform Formula 5 by using only the descriptor distances and discarding the warping penalty from the accumulation (the previously computed 2LDP-alignments are still optimized including the penalty):

\[
\sum_p \left[ \frac{\tau_p}{D_{Xp}} \cdot \min_{n \in \{1,...,N_c\}} \left\{ \sum_{x_{ij} \in X_p} \left[ d(x_{ij}, r_{\hat{w}_{ij}^{(n)}}) \right] \right\} \right]
\]

Next, instead of combining all matches from one image to one final score and minimizing over those, we do the inner minimization of Formula 6 on pixel-level for each \( x_{ij} \):
scores

we use two coarse parts, the head and the body (leads to roughly 30 images per class for training and another 14. We use the test-train split provided with the database which literature, where the data is reduced to all images of 14 classes. However, there is also a subset of this database used in the task is to classify images of birds according to their species. The complete database contains 200 classes and 11788 images.

In case only one part is annotated overall we select a bounding box of fixed size around this part. The same procedure is done for the body-part, except here the three key locations are left wing, right wing and breast. In the rare case that no part to construct a bounding box for a coarse part is annotated, this coarse part is discarded and the classification is based only on the remaining part.

Finally, the images are cropped according to the computed bounding boxes and resized, such that the bigger dimension equals 120 and the aspect-ratio is maintained. An example of the normalization procedure is given in Figure 1.

B. Features

Selecting good features is a very important step in a local descriptor based framework. In [2] a combination of color-histograms and histograms of oriented gradients is used with success, while the 2DW methods [18], [11] rely on PCA-reduced U-SIFT features [15], [13], [7]. In this work, we use a little bit of both. The color-histograms in [2] are computed by using k-means clustering to find 32 cluster centers as bins. The histogram is collected using an $8 \times 8$ or $16 \times 16$ neighborhood. For the first part of our feature vector, we do the same using the $16 \times 16$ neighborhood leading to a dimensionality of 32. For the second part of our descriptor we select the PCA-reduced U-SIFT features. However, color is a very important information for many FGVC tasks. Therefore, as in [8], we use a color-SIFT approach by extracting the U-SIFT features at each channel of the RGB color space as suggested in [21]. By reducing the vectors for each channel to a dimension of $30$ using PCA, we get a final dimensionality of 90. Adding the color-histogram we obtain a final feature dimensionality of 122. These features are extracted based on a regular grid with step-size 3 and a padding border of 8 pixels at each side of the grid.

C. Results - CUB200-2011-14

First we evaluate our approach on the 14-class subset of CUB200-2011 using the software provided with [16] and [11]. All parameters are tuned empirically. As distance function for LNBNN and the 2DW algorithm 2LDP we use the $\ell^1$-norm. The weight $\alpha$ for the absolute penalty for NBNN and LNBNN is 0.05 and the pixel coordinates are normalized. The nearest neighbor search is done with 4 randomized KD-trees (as it is done in [16]) and 4000 leaf-checks. The relative warping

V. EXPERIMENTS

We evaluate our approach on the CUB200-2011 database [23], which is quite popular in the FGVC community. The task is to classify images of birds according to their species. The complete database contains 200 classes and 11788 images. However, there is also a subset of this database used in the literature, where the data is reduced to all images of 14 classes (817 images total). We refer to this subset as CUB200-2011-14. We use the test-train split provided with the database which leads to roughly 30 images per class for training and another 30 images for testing.

For the part-based matching described in Section IV-A we use two coarse parts, the head and the body ($P = \{\text{head, body}\}$) as in [8]. We keep $\tau_{\text{head}}$ fixed at 1.0 and only alter $\tau_{\text{body}}$. To apply the part-based matching bounding-boxes for the parts are needed. For this we use the part-annotations provided with the database. These annotations are more fine-grained with a total of 15 different parts. To get the coarse parts we combine the fine-grained parts beak, crown, forehead, left eye, right eye and throat to describe the head. For the body we use the parts back, belly, breast, left wing, right wing and nape. Additionally, we perform a normalization step based on the bounding boxes and six of the fine part annotations, which we will describe in detail in the next section. Since we are using most of the part-annotations, our setup corresponds to the localized species benchmark described in [23].

A. Normalization

Due to the geometric constraints of the 2DW algorithm, the normalization of the images is a crucial step in our setup. The goal is to roughly align the images, such that mirroring or large rotations are not necessary when matching them. At this point we need part annotations of all images (from the training and the test set). On the one hand, we use the annotations to get a bounding box of the head and the body. On the other hand, for each part we need three key locations to align the images by rotation. In case of the head these key locations are the left eye, right eye and the beak. The images are rotated such that either left eye and right eye, right eye and beak or left eye and beak are on a horizontal line (in that order). Additionally we make sure that the beak (if visible) is always on the left side by mirroring the images accordingly. In case less than two of the three key locations are annotated, the rotation step is skipped.

In case only one part is annotated overall we select a bounding box of fixed size around this part. The same procedure is done for the body-part, except here the three key locations are left wing, right wing and breast. In the rare case that no part to construct a bounding box for a coarse part is annotated, this coarse part is discarded and the classification is based only on the remaining part.

Finally, the images are cropped according to the computed bounding boxes and resized, such that the bigger dimension equals 120 and the aspect-ratio is maintained. An example of the normalization procedure is given in Figure 1.

B. Features

Selecting good features is a very important step in a local descriptor based framework. In [2] a combination of color-histograms and histograms of oriented gradients is used with success, while the 2DW methods [18], [11] rely on PCA-reduced U-SIFT features [15], [13], [7]. In this work, we use a little bit of both. The color-histograms in [2] are computed by using k-means clustering to find 32 cluster centers as bins. The histogram is collected using an $8 \times 8$ or $16 \times 16$ neighborhood. For the first part of our feature vector, we do the same using the $16 \times 16$ neighborhood leading to a dimensionality of 32. For the second part of our descriptor we select the PCA-reduced U-SIFT features. However, color is a very important information for many FGVC tasks. Therefore, as in [8], we use a color-SIFT approach by extracting the U-SIFT features at each channel of the RGB color space as suggested in [21]. By reducing the vectors for each channel to a dimension of 30 using PCA, we get a final dimensionality of 90. Adding the color-histogram we obtain a final feature dimensionality of 122. These features are extracted based on a regular grid with step-size 3 and a padding border of 8 pixels at each side of the grid.

C. Results - CUB200-2011-14

First we evaluate our approach on the 14-class subset of CUB200-2011 using the software provided with [16] and [11]. All parameters are tuned empirically. As distance function for LNBNN and the 2DW algorithm 2LDP we use the $\ell^1$-norm. The weight $\alpha$ for the absolute penalty for NBNN and LNBNN is 0.05 and the pixel coordinates are normalized. The nearest neighbor search is done with 4 randomized KD-trees (as it is done in [16]) and 4000 leaf-checks. The relative warping
penalty for 2LDP is the squared $l^2$-norm. The local context for 2LDP are patches of size $7 \times 7$.

1) PartAcc vs PixelAcc: We start by comparing part-based and pixel-based accumulation. For this we run the full experiment without LNBNN-pre-selection and need to evaluate the parameters $k$ and $\tau_{\text{body}}$. By empirically tuning the two parameters the best result obtained for 2LDP-PartAcc is a recognition accuracy of 89.70%. The corresponding parameter values are $k = 8$ and $\tau_{\text{body}} = 0.9$. For 2LDP-PixelAcc the parameter set $k = 12$ and $\tau_{\text{body}} = 0.4$ gives the best results with a recognition accuracy of 91.46%. This means with the pixel-based accumulation we can improve the result by approximately 2% absolute.

In Figure 3 the variation in accuracy for different values of $\tau_{\text{body}}$ is illustrated. For 2LDP-PixelAcc, the optimal value is approximately half of $\tau_{\text{head}}$ (which was fixed at 1.0). This means that the head-part contributes more to the recognition and the body is only an additional cue. This observation is supported by analyzing the special case of setting $\tau_{\text{body}}$ to 0 which corresponds to using only the head for recognition. With this setup 2LDP-PixelAcc already achieves very good results indicating that most of the recognition performance comes from the head. In fact, using only the body for recognition, we only get an accuracy of 62.56%. This is similar for 2LDP-PartAcc, where using only the body leads to a recognition accuracy of 59.05%. However, for 2LDP-PartAcc the graph reaches a peak at higher values with $\tau_{\text{body}} = (0.9, 1.0)$.

Figure 2 shows how the recognition accuracy varies if we keep the optimal value for $\tau_{\text{body}}$ fixed and alter the values of $k$. We can observe that 2LDP-PartAcc has a peak at $k \in \{7, 8\}$ but leads to stable results around 89% for $k > 4$. For 2LDP-PixelAcc the results are around 91% for $k > 4$ and reach a peak at $k \in \{11, 12\}$.

2) LNBNN-pre-selection: Since we want to use LNBNN as a pre-selection method and 2LDP only for refinement, it is interesting to see how the recognition accuracy changes depending on the number of classes selected for refinement. This is illustrated in Figure 4 where we show the best recognition accuracies for 2LDP given the best $m$ classes found by LNBNN. Starting with only one class for refinement (this corresponds to using just LNBNN) and adding more classes the recognition accuracy of 2LDP stabilizes for $m > 5$. This means by selecting the 5 best classes of LNBNN for refinement, no accuracy of 2LDP is lost, while the total runtime of 2LDP is reduced by a factor of $\frac{5}{8}$.

In Table I we compare our approach to the state-of-the-art. For a fair comparison, it is important to note whether or not the fine part annotations (localized species benchmark) were used during testing. While we use the annotations for our normalization, some approaches use only the bounding boxes for the whole bird. Additionally to the results for LNBNN and 2LDP we also report results for LNBNN and 2LDP with pose-pooling.

<table>
<thead>
<tr>
<th>Method</th>
<th>Annotation</th>
<th>RA [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l^2$-norm</td>
<td>Part-Annotations</td>
<td>73.37</td>
</tr>
<tr>
<td>LNBNN</td>
<td>Part-Annotations</td>
<td>88.70</td>
</tr>
<tr>
<td>LNBNN</td>
<td>Part-Annotations</td>
<td>89.70</td>
</tr>
<tr>
<td>2LDP-PartAcc</td>
<td>Part-Annotations</td>
<td>89.70</td>
</tr>
<tr>
<td>2LDP-PixelAcc</td>
<td>Part-Annotations</td>
<td>91.46</td>
</tr>
<tr>
<td>LNBNN + 2LDP-PartAcc</td>
<td>Part-Annotations</td>
<td>89.95</td>
</tr>
<tr>
<td>LNBNN + 2LDP-PixelAcc</td>
<td>Part-Annotations</td>
<td>91.46</td>
</tr>
<tr>
<td>POOF [2]</td>
<td>Part-Annotations</td>
<td>85.88</td>
</tr>
<tr>
<td>POOF [2]</td>
<td>Bounding-Box</td>
<td>70.10</td>
</tr>
<tr>
<td>Pose-Pooling [27]</td>
<td>Bounding-Box</td>
<td>57.44</td>
</tr>
</tbody>
</table>

* Numbers were obtained by running the code from [16] with part-based matching and our normalization and feature extraction.

3) State-of-the-art: In Table I we compare our approach to the state-of-the-art. For a fair comparison, it is important to note whether or not the fine part annotations (localized species benchmark) were used during testing. While we use the annotations for our normalization, some approaches use only the bounding boxes for the whole bird. Additionally to the results for LNBNN and 2LDP we also report results for LNBNN and 2LDP with pose-pooling.

D. Results - CUB200-2011

The results for CUB200-2011 with all 200 classes are shown in Table II. While for CUB200-2011-14 applying 2LDP...
without pre-selection is still feasible, on the complete dataset this is not the case (in our setup one matching takes roughly one second). For this reason we use 2LDP only as refinement on the $m$ best classes found by LNBNN (the best result was obtained for $m = 4$). Again, the parameters $\gamma_{\text{body}}$ and $k$ are tuned empirically, but the other parameters are the same as in Section V-C. For LNBNN and 2LDP-PixelAcc the body-part has an increased importance and $\gamma_{\text{body}} = 0.7$ is used for LNBNN and 2LDP-PartAcc while $\gamma_{\text{body}} = 0.6$ is used for 2LDP-PixelAcc. Also for $k$ there are differences compared to CUB200-2011-14. For 2LDP-PartAcc $k = 4$ leads to the best result and for 2LDP-PixelAcc it is $k = 2$. The much lower values of $k$ indicate that there is much more intra-class variation in the full CUB200-2011 dataset. However, similar to CUB-2011-14, 2LDP-PartAcc achieves a similar result as LNBNN and 2LDP-PixelAcc outperforms both by approximately 2% absolute. Also on this dataset our approach leads to the best results on the localized species benchmark, although the margin to [2] is very small.

**Table II. Results on CUB200-2011.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Annotation</th>
<th>RA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNBNN</td>
<td>Part-Annotations</td>
<td>71.14</td>
</tr>
<tr>
<td>LNBNN*</td>
<td>Part-Annotations</td>
<td>71.25</td>
</tr>
<tr>
<td>+ 2LDP-PartAcc</td>
<td>Part-Annotations</td>
<td>71.64</td>
</tr>
<tr>
<td>POOF [2]</td>
<td>Part-Annotations</td>
<td>73.30</td>
</tr>
<tr>
<td>SYM [5]</td>
<td>Part-Annotations</td>
<td>69.5</td>
</tr>
<tr>
<td>HPM [25]</td>
<td>Part-Annotations</td>
<td>66.35</td>
</tr>
<tr>
<td>DPD-Decut [28], [6]</td>
<td>Bounding-Box</td>
<td>64.5</td>
</tr>
<tr>
<td>Unsupervised alignments [10]</td>
<td>Bounding-Box</td>
<td>62.7</td>
</tr>
<tr>
<td>SYM [5]</td>
<td>Part-Annotations</td>
<td>59.4</td>
</tr>
<tr>
<td>POOF [2]</td>
<td>Bounding-Box</td>
<td>56.78</td>
</tr>
<tr>
<td>Pose-Pooling [27]</td>
<td>Bounding-Box</td>
<td>28.18</td>
</tr>
</tbody>
</table>

* Numbers were obtained by running the code from [16] with part-based matching and normalization and feature extraction.

**VI. CONCLUSION**

In this paper we proposed to combine LNBNN and 2DW (specifically 2LDP) to one system for FGVC. While LNBNN is used as a pre-selection method, 2LDP is used in a refinement step. For the latter, we have evaluated how the 2LDP-alignments can be used for classification. Based on a combination of color-histograms and PCA-reduced U-SIFT features we demonstrated the effectiveness of our approach on the CUB200-2011 database using the localized species benchmark. The features combined with the normalization already lead to good results for simpler methods underlining the usefulness of part-locations. However, for the localized species benchmark the proposed 2LDP-PixelAcc leads to the best recognition performance.

A possibility for future work is given by the part-annotations. For our approach we need the bounding box and three key fine parts for each coarse part for normalization and a rough alignment. At this point, a part-detector could be applied leading to a fully automatic system. Since the 2LDP offers flexibility to some extent, this appears to be a promising approach.
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